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Abstract— This paper introduces the VRFT - Virtual Ref-
erence Feedback Tuning - approach for controller tuning in a
nonlinear set-up. VRFT is a data-based method that permits to
directly select the controller based on data, with no need for a
model of the plant, and represents a very appealing controller
design methodology for many industrial control applications.

I. INTRODUCTION

In this paper we consider the problem of designing a
controller for a nonlinear plant on the basis of input/output
measurements (data-based design) with no need for a math-
ematical description of the plant.

Designing controllers based on measurements is of great
importance in connection with industrial applications since
it is common experience in industrial control design that a
mathematical description of the plant is not available and
that undertaking a modeling study is too costly and time-
consuming. Moreover, even when a mathematical description
of a nonlinear plant is available, such a description is often
too complex to be used for design purposes.

The method developed in this paper is called Virtual
Reference Feedback Tuning (VRFT) and generalizes a previ-
ously introduced method - still known under the same name
of VRFT - for linear design (see [2], [3] and the earlier
reference [7]).

VRFT is a data-based, direct, one-shot controller design
method ([2]). In the linear context, VRFT does have
features that make it particularly appealing, but it is just an
alternative to other existing methods in this same category.
In contrast, no other ‘one-shot’ direct data-based controller
design methods seem to exist for nonlinear controller tuning,
which makes VRFT a unique methodology.

The VRFT method was originally proposed in a linear
framework by the same authors of this paper, see [2], [3].
For linear plants, VRFT provided an alternative to most
traditional methodologies, such as Ziegler and Nichols tuning
method and alike, [12], [6]. In the nonlinear context of
this paper, no direct one-shot data-based methods exist for
controller tuning and VRFT offers a viable, simple, and
convenient way to address this problem.

A method alternative to VRFT - but based on an iterative
gradient-descent approach, and more suited for a linear-
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setting - is IFT (Iterative Feedback Tuning, see e.g.[9], [8]).

The outline of the paper is as follows: Section II contains
the control setting, while the VRFT method is presented
in Section III. In Section IV the problem of designing an
”optimal” filter is discussed.

II. CONTROL SETTING

The control system we make reference to is a classical
one-degree-of-freedom control system where the controller
C processes the error signal e so as to generate the control
input u to the plant P . yn is the plant output corrupted by
noise n, and r is the reference signal. P and C are in general
nonlinear systems.

The control objective is to design a controller C so that
the control system behavior adheres as much as possible
to that of a given model reference M when the reference
trajectory is a given signal r̃. When r̃ is sufficiently
exciting, meeting this requirement also entails that the
feedback control system resembles M for a large class of
reference signals. In general, however, the control objective
is a requirement on the reference trajectory r̃ only.

The nonlinear plant P is a discrete-time single-input
single-output nonlinear dynamical system described as

y(t) = p(y(t−1), .., y(t−nPy), u(t−1), .., u(t−nPu)), (1)

where p is a nonlinear function. Note that the u to y delay
in P is 1. Generalizing the results in this paper to a multiple
delay setting presents no difficulties.

We assume that the plant is initialized with the initial
conditions: i.c. = y(0), . . . , y(1 − nPy), u(−1), . . . , u(1 −
nPu); moreover, we assume that it is fed by an input
signal applied in a given interval, say [0, N − 1]:
u(0:N − 1) := [u(0) · · ·u(N − 1)]T . Then, P generates
an output y(1:N) according to equation (1). This output is
written as: y(1:N) = P [u(0:N − 1), i.c.], so emphasizing
the fact that - for a given i.c. - P operates as a nonlinear
map from R

N to R
N .

Example 1: Consider the plant

y(t) = y(t − 1) + u(t − 1)3.

Take N = 2, and i.c. = 0; operator P is then described by

[
y(1)
y(2)

]
=

[
u(0)3

u(0)3 + u(1)3

]
.
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This result illustrates a general fact: P is a (nonlinear)
lower triangular operator (i.e. the i-th element of the output
depends on the first j-th, j ≤ i, input elements only). ∗

We make the following assumptions:
Assumptions
A.1 p is smooth;
A.2 for any given i.c., if u1(0:N − 1) �= u2(0:N − 1), then
P [u1(0:N − 1), i.c.] �= P [u2(0:N − 1), i.c.]. ∗

Note that Assumption A.2 is an invertibility condition on
map P . In [4], it is proven that the invertibility of map P
for inputs defined over the time horizon [0:N − 1] implies
the invertibility of the same map over any interval [0:T ],
with T ≤ N − 1.

The controller is a nonlinear system described as

u(t) = c(u(t − 1), .., u(t − nCu), e(t), .., e(t − nCe)).

Similarly to P , we want to see the controller operating as
follows: it is initialized with the initial conditions: i.c. =
u(−1), . . . , u(−nCu), e(−1), . . . , e(−nCe), and it is fed by
the error signal e(0:N−1). Then, C generates signal u(0:N−
1), which we write as u(0:N − 1) = C[u(0:N − 1), i.c.].

In order to describe the feedback control system, the plant
and controller equations have to be complemented with the
relations describing the control system interconnections. This
leads to equation:

y(1:N) = P [u(0:N − 1), i.c.] = (2)

= P [C[e(0:N − 1), i.c.], i.c.],

with

e(0:N − 1) := r(0:N − 1) − y(0:N − 1).

Given r(0:N − 1) and the i.c.’s for the plant and the
controller, (2) defines one and only one y(1:N), as is clear
by solving (2) recursively.

In the sequel, we let: i.c. of P = 0, i.c. of C = 0
(more generally, one could assume non-zero initial conditions
with some extra notational complications). Since the initial
conditions are set to zero, from now on we omit indicating
them explicitly. Moreover, we gain in readability by also
dropping the time argument, and we shall write: u for
u(0:N − 1), r for r(0:N − 1), e for e(0:N − 1), and y
for y(1:N). Also, y(0:N − 1) is written as Dy, where D is
the delay matrix defined as

D :=

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0

⎤
⎥⎥⎥⎥⎥⎦

. (3)

With all these notational conventions in place, the closed-
loop system writes: y = P [C[r − Dy]].

In VRFT, the goal is to select a suitable controller in a
given parameterized controller class, viz.

u(t) = c(u(t − 1), .., u(t − nCu), e(t), .., e(t − nCe); θ).

Given a θ ∈ R
nθ , the corresponding controller is written Cθ

and the closed-loop system is yθ = P [Cθ[r − Dyθ]], where
the index θ in yθ emphasizes the controller used.

The following assumption is in place.

Assumption
A.3 c : R

nCu+nCe+1+nθ → R is smooth. ∗

The control objective is expressed by saying that - for a
given reference r̃ of interest - the control system behaves
as closely as possible as an assigned reference model M .
Formally, the reference model M is:

M is a linear map r → y.

When a map is linear, we identify the map with the matrix
that represents it. So, M is also a N × N matrix and we
write y = Mr in place of y = M [r].

Assumption
A.4 M is lower triangular and invertible. ∗

The fact that M is lower triangular simply means that
operator M is causal with a delay at least of 1, i.e. at least the
plant delay (remember that r = r(0:N − 1) and y = y(1:N)
are defined with a 1-time delay shift one with respect to the
other). Invertibility of M entails that the delay is actually
equal to 1.
As a typical choice, M is assigned through a reference model
filter:

M(z−1) =
b1z

−1 + · · · + bnMr
z−nMr

1 + a1z−1 + · · · + anMy
z−nMy

, (4)

which in the time domain corresponds to

y(t) = −a1y(t − 1) − · · · − anMy
y(t − nMy)+

+b1r(t − 1) + · · · + bnMrr(t − nMr).

Supposing b1 �= 0 and that, for simplicity, the filter initial
conditions are zero; then, (4) defines M such that Assump-
tion A.4 holds.

The control objective (to be minimized) is expressed as:

J(θ) := ‖yθ − M [r̃]‖2, yθ = P [Cθ[r̃ − Dyθ]], (5)

where r̃ is a given reference signal, and ‖ · ‖ is Euclidean
norm.

Finally, notice that, if {Cθ, θ ∈ R
nθ} is sufficiently rich

and r̃ is sufficiently exciting, solving (5) returns a controller
such that the feedback control system is close to M . In
a general nonlinear context, (5) is a requirement on the
reference trajectory r̃ only.
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III. THE VRFT APPROACH

We assume that a batch of input/output data coming from
the plant is available. How this batch has been generated
is immaterial for the description of the VRFT algorithm.
Moreover, for the sake of presentation clarity, we assume for
the time being that the data have been generated noise-free.
The noisy case is treated in [5].

The batch of data is

ũ(0:N − 1), ỹ(1:N), with ỹ(1:N) = P [ũ(0:N − 1)].

We shall write ũ for ũ(0:N − 1), and ỹ for ỹ(1:N).
Introduce the reference signal r̃ := M−1[ỹ], where ỹ is

the actual output signal collected from the plant. Our goal
here is to design Cθ so as to meet (5) for this reference
signal.

Note that the reference signal r̃ := M−1[ỹ] is ‘artificially
constructed’ from data and it is well possible that it does not
coincide with the reference trajectory one is interested in.
On the other hand, as already pointed out, if {Cθ, θ ∈ R

nθ}
is sufficiently rich and r̃ is sufficiently exciting, solving (5)
delivers a controller such that the closed-loop resembles M
for a large class of reference signals.
r̃ admits a simple interpretation: it is the reference signal
such that - when it is injected at the control system input
- we are happy to see ỹ as the corresponding output since
ỹ = Mr̃. r̃ is called the ‘virtual reference’ where ‘virtual’
indicates that it does not exist in reality and, in particular,
it was not in place when data ũ and ỹ were collected.

The basic idea behind VRFT is now explained. The control
cost in (5) depends on P , the unknown plant, so that we
cannot minimize it directly. However, we can set out to
minimizing the following alternative P -free cost:

JV RFT (θ) := ‖F [Cθ[ẽ]] − F [ũ]‖2, ẽ = r̃ − Dỹ, (6)

where F : R
N → R

N is a filter to be chosen. The important
fact is that JV RFT (θ) in (6) is a purely data-dependent cost
(differently from (5), P does not show up explicitely in (6))
and it can therefore be minimized.

The intuitive logic behind (6) is as follows (for the time
being, let us forget about F whose role is unessential to
the following explanation): A good controller is one that
produces ũ when fed by ẽ = r̃ − Dỹ because - through
P - this generates ỹ, the desired output when reference
is r̃. This reasoning represents the core of the VRFT method.

The rest of this section is devoted to showing that (6)
can actually be used for controller selection in place of
(5). Specifically, we show that minimizing (6) returns a
minimizer of (5) in case perfect matching (yθ = M [r̃],
for some θ) is possible. This result holds regardless of
the choice of F . The significance of F comes into play
to match up (6) to (5) when perfect matching cannot be
achieved and this is discussed in the next Section IV.

Example 2 (Example 1 continued): For the plant in Ex-
ample 1, consider the controller class u(t) = θe(t)1/3 and
the reference model y(t) = r(t − 1).The system is operated
for N = 2 instants with the input ũ(0) = 1, ũ(1) = 1, so
generating the output ỹ(1) = 1, ỹ(2) = 2, from which we
compute r̃(0) = 1, r̃(1) = 2.
Suppose now for a moment that the plant is known. If this
were case, the control objective in (5) could be explicitly
calculated as follows:

yθ(1) = θ3

yθ(2) = 3θ3 − θ6

so that

J(θ) = (θ3 − 1)2 + ((3θ3 − θ6) − 2)2 =

= 5 − 14θ3 + 14θ6 − 6θ9 + θ12.

Note that θ0 = 1 gives perfect tracking. Function J(θ) is
depicted in Figure 1.
Next, we write the JV RFT cost, with F = I:

ẽ(0) = r̃(0) − ỹ(0) = 1 − 0 = 1;
ẽ(1) = r̃(1) − ỹ(1) = 2 − 1 = 1,

so that

JV RFT (θ) = (θ ·11/3−1)2 +(θ ·11/3−1)2 = 2−4θ +2θ2.

The important fact to note here is that JV RFT (θ0) = 0, i.e.
θ0 is also obtained by minimizing JV RFT (θ), despite that
JV RFT (θ) �= J(θ) (see Figure 1 for a graphical comparison
of J(θ) and JV RFT (θ)).

−0.5 0 0.5 1 1.5

0

0.5

1

1.5

2

2.5

3

3.5

4
performance functions

θ

J(θ)

J
VRFT

(θ)

Fig. 1. J(θ) vs. JV RFT (θ)

Notice that, in contrast with J , the JV RFT cost can be
constructed out of data without knowledge of P ; moreover,
JV RFT is quadratic in θ (and therefore easy to minimize).∗
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The fact seen in the previous example that the ideal θ0

giving perfect matching can be found by minimizing J(θ)
is a general fact and it is proven in the next theorem.

Theorem 1: If θ0 gives perfect tracking: ‖yθ0 −M [r̃]‖2 =
0, then θ0 is a minimizer of ‖F [Cθ[ẽ]] − F [ũ]‖2. ∗

Thus, if ‖F [Cθ[ẽ]]−F [ũ]‖2 has a unique minimizer, such a
minimizer also minimizes ‖yθ0 − M [r̃]‖2 and gives perfect
matching.
proof: see [5].

The theorem result points to a conceptually interesting
property of JV RFT that has a great importance for
applications. This property can be rephrased as follows:
we set out in the first place to minimize a (generally
highly nonconvex) control cost J which, however, cannot
be computed since it depends on P , an unknown element
in the control problem. On the other hand, another cost
JV RFT can be constructed from data without knowledge
of P . This cost is different from J (and it is in fact
quadratic in case of linearly parameterized controllers as
in Example 2), but it shares with J the same minimizer
in case the controller class is large enough to allow for
perfect matching and therefore it can be used to minimize J .

IV. FILTER DESIGN

When perfect matching is not possible, we use F so
that minimizing JV RFT generates a ‘nearly minimizer’ of J .

The logic behind the selection of F is as follows. We first
introduce a so-called ‘ideal controller’, i.e. a controller
that, if put in the loop, generates a closed-loop system that
coincides with M , the reference model. We prove that such
an ideal controller exists. However, the ideal controller is
usually a complex nonlinear system and it does not belong
to our controller class: It is introduced for analysis purposes
only, and moreover its expression is not used in the filter
F , so that the actual computation of the ideal controller is
not required when implementing the filter. Next - again for
analysis purposes - we consider an ‘ideal control design
problem’ where J is minimized over an expanded controller
class that contains the ideal controller and show that a
suitable selection of F permits to make the JV RFT cost for
this ideal problem to be the second order expansion of J
for the same problem. Then, returning to the original J and
JV RFT costs, we can see that these two costs are the same
as the ideal J and JV RFT except that the minimization is
conducted in a constrained sense over the selected controller
class. But then, minimizing JV RFT with the selected filter
returns a nearly minimizer of J since we are minimizing in
a constrained sense the second order expansion of J .

Using the delay matrix D in (3) and M , we have that
matrix I − MD takes on the form

I − MD =

⎡
⎢⎢⎢⎢⎢⎣

1 0 · · · 0 0
∗ 1 · · · 0 0
∗ ∗ · · · 0 0
...

...
. . .

...
...

∗ ∗ · · · ∗ 1

⎤
⎥⎥⎥⎥⎥⎦

,

(∗ denotes a generic element) and is therefore invertible.
Since in view of Assumption A.2 map P is invertible too,
the following definition makes sense:

C0 := P−1(I − MD)−1M. (7)

C0 is the ‘ideal controller’.

If such a C0 is put in the loop, the closed-loop r to y map
is given by M , as it can be easily verified:

y = P [C0[r − Dy]] = (I − MD)−1M(r − Dy)
⇒ (I − MD)y = Mr − MDy

⇒ y − MDy = Mr − MDy

⇒ y = Mr.

Example 3 (Example 2 continued): For the situation in
Example 2 we have M = I , so that

(I−MD)−1M = (I−D)−1 =
[

1 0
−1 1

]−1

=
[

1 0
1 1

]
.

Moreover,

P :
{

y(1) = u(0)3

y(2) = u(0)3 + u(1)3 ⇒

P−1 :
{

u(0) = y(1)1/3

u(1) = (y(2) − y(1))1/3,

leading to

C0

[
e(0)
e(1)

]
= P−1(I − MD)−1M

[
e(0)
e(1)

]
=

= P−1

[
e(0)

e(0) + e(1)

]
=

[
e(0)1/3

e(1)1/3

]
,

i.e. the ideal controller is u(t) = e(t)1/3. ∗

Let

θ+ := [θT θ̃]T , θ̃ ∈ R;
Cθ+ := Cθ + θ̃(C0 − C0),

where C0 is Cθ computed for θ = 0. Note that:

- C0 is obtained for θ+
0 := [0T 1]T ;

- {Cθ} is obtained by imposing the constraint θ̃ = 0.

The ideal control objective is given by

J(θ+) := ‖yθ+ −M [r̃]‖2, yθ+ = P [Cθ+ [r̃−Dyθ+ ]]. (8)
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Let

JV RFT (θ+) := ‖F [Cθ+ [ẽ]] − F [ũ]‖2.

We want to select F so that

∂2JV RFT (θ+)
∂θ+2

∣∣∣∣
θ+
0

=
∂2J(θ+)

∂θ+2

∣∣∣∣
θ+
0

. (9)

Note that, if Cθ+ [ẽ] is linear in θ+, under (9) JV RFT (θ+)
is the 2-nd order expansion of J(θ+).

The following theorem specifies how F must be selected so
that (9) is satisfied.

Theorem 2: If

F = (I − MD)
(

∂P [u]
∂u

∣∣∣∣
ũ

)
, (10)

then (9) holds. ∗

proof: See [5].

A few remarks are in order.
Remark 1 (about the structure of the filter): The filter in

(10) is formed by two parts: (i) ∂P [u]
∂u

∣∣∣
ũ

and (ii) (I −MD).
∂P [u]

∂u

∣∣∣
ũ

keeps into account the effect of input (used in the
VRFT cost) on output (used in the control objective cost). ∗

Remark 2 (Direct vs. indirect): The term ∂P [u]
∂u

∣∣∣
ũ

appear-
ing in the filter expression has to be estimated from data. One
thing that should be noted is that this is the incremental linear
operator around the actual input ũ (so that in order to equal-
ize the second order derivatives around the ideal controller
one has in fact to linearize around the actual trajectory at
hand, a perhaps surprising result). System ∂P [u]

∂u

∣∣∣
ũ

is linear
and time-varying and it can be estimated e.g. via forgetting
factor identification techniques, [11], [1], [10] .
Since ∂P [u]

∂u

∣∣∣
ũ

has to be estimated, strictly the VRFT method
is not direct. On the other hand, one should note that the
estimated expression of ∂P [u]

∂u

∣∣∣
ũ

is not used for design, it is
only used as a filter to process the data. As a consequence, a
precise determination of ∂P [u]

∂u

∣∣∣
ũ

is not required: imprecision

in ∂P [u]
∂u

∣∣∣
ũ

only reflects in that the second derivative of

JV RFT will not precisely match that of J around θ+
0 . ∗

Example 4 (Example 3 continued): We have:

Cθ given by: u(t) = θe(t)1/3;
C0 given by: u(t) = e(t)1/3;

Cθ+ given by: u(t) = θe(t)1/3 + θ̃e(t)1/3.

So, letting θeq := θ + θ̃, Cθ+ is given by u(t) = θeqe(t)1/3

and J(θeq) = 5−14θ3
eq +14θ6

eq−6θ9
eq +θ12

eq , JV RFT (θeq) =
2−4θeq+2θ2

eq (compare with Example 2). Computing second
derivatives yields:

−0.5 0 0.5 1 1.5

0

0.5

1

1.5

2

2.5

3

3.5

4
performance functions

θ

J(θ)

J
VRFT

(θ) without filter 

J
VRFT

(θ) with filter

Fig. 2. JV RFT (θeq) with and without F for θeq = θ

∂2J(θeq)
∂θ2

eq

∣∣∣∣
1

= −84θeq + 420θ4
eq − 432θ7

eq + 132θ10
eq

∣∣
1

= 36;

while, without filter F ,

∂2JV RFT (θeq)
∂θ2

eq

∣∣∣∣
1

= 4|1 = 4.

Instead, including filter F = (I − MD)
(

∂P [u]
∂u

∣∣∣
ũ

)
=[

1 0
−1 1

] [
3ũ(0)2 0
3ũ(0)2 3ũ(1)2

]
=[

1 0
−1 1

] [
3 0
3 3

]
=

[
3 0
0 3

]
gives

JV RFT (θeq) = (3θeq · 11/3 − 3)2 + (3θeq · 11/3 − 3)2 =

= 18 − 36θeq + 18θ2
eq,

with the second order derivative

∂2JV RFT (θeq)
∂θ2

eq

∣∣∣∣
1

= 36|1 = 36 =
∂2J(θeq)

∂θ2
eq

∣∣∣∣
1

.

For a visual comparison, JV RFT (θeq) with and without
filter are displayed in Figure 2. ∗

We next present an example where the role of prefiltering
is discussed in connection with an under-parameterized
controller class (the most realistic set-up in practice).

Example 5:

y(t) = 0.9y(t − 1) + tanh(u(t − 1)),

where tanh(x) = (ex − e−x)/(ex + e−x) is the hyperbolic
tangent, and suppose that the reference model is y(t) = r(t−
1). As is easily seen, the ideal controller is

u(t) = tanh−1(v(t)),
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where
v(t) = v(t − 1) + e(t) − 0.9e(t − 1).

Consider now a PI (proportional-integral) controller class Cθ:

u(t) =
(

0.2
1 − z−1

+ θ

)
e(t),

that is u(t) = u(t − 1) + (0.2 + θ)e(t) − θe(t − 1), where
the integral coefficient is set to 0.2 and the proportional
coefficient θ has to be selected.

Fig. 3. (A): plant input ũ and filtered input F [ũ]. Contour plots of
performance indices: (B): J(θ+); (C): JV RFT (θ+) (not filtered); (D):
JV RFT (θ+) (filtered)

In order to design the controller, plant P has been fed
with a step input ũ of amplitude 0.5 (see Figure 3-(A)).
Using the corresponding output ỹ, the performance indices
J(θ+) and JV RFT (θ+) (with and without filtering) have
been computed and their contour plots are displayed in
Figures 3-(B),(C),(D). By inspecting these three figures, the
following observations can be drawn:

• All three 2-dimensional indices share the same min-
imum point (θ = 0, and θ̃ = 1), corresponding to
the ideal controller. This confirms that, if the controller
class is not under-parameterized, the VRFT approach
provides the exact solution, regardless of data-filtering.

• The shape of the contour plot of J(θ+) reveals that this
performance index is not a quadratic function of θ+.
Instead, JV RFT (θ+) is quadratic.

• Even if J(θ+) and the non-filtered JV RFT (θ+) (figures
(B) and (C)) share the same minimum, it is apparent that
their shape is completely different. Instead, notice that
the effect of using the filter F is to rotating and warping
JV RFT (θ+) (figure (D)) in order to make it equal to the
2-nd order expansion of J(θ+) around its minimum.

• The PI performance indices (which depend on the pa-
rameter θ only) can be obtained by cutting the original
2-dimensional performance indices with the hyperplane
θ̃ = 0. In the figures, the arrows show how the global
minimizer θ+

0 = [ 0 1 ]T moves to the minimizer
of the reduced-order performance indices. Apparently,
thanks to the fact that the filtered JV RFT (θ+) is the
2-nd order expansion of J(θ+), the minimizer of J(θ)
and the minimizer of the filtered JV RFT (θ) are very
close; on the contrary, the minimizer of the non-filtered
JV RFT (θ) drifts away from the minimizer of J(θ).

• Figure 4 shows the closed-loop output when the refer-
ence signal is r̃ and the controller has been designed
with the filtered and non-filtered JV RFT . Note the
remarkable effect of filtering.

Fig. 4. Closed loop response to the virtual reference input r̃

REFERENCES

[1] M.C. Campi. On the convergence of minimum-variance directional-
forgetting adaptive control schemes. Automatica, 28:221-225, 1991.

[2] M.C. Campi, A. Lecchini, and S.M. Savaresi. Virtual Reference Feed-
back Tuning: a direct method for the design of feedback controllers.
Automatica, 38:1337-1346, 2002.

[3] M.C. Campi, A. Lecchini, and S.M. Savaresi. An application of the
virtual reference feedback tuning method to a benchmark problem. Eu-
ropean Journal of Control, Special Issue on ”Design and Optimisation
of Restricted Complexity Controllers”, 1:66-76, 2003.

[4] M.C. Campi and S.M. Savaresi. Invertibility of nonlinear maps.
Internal Report, University of Brescia, 2004.

[5] M.C. Campi and S.M. Savaresi. Direct Nonlinear Control Design:
the Virtual Reference Feedback Tuning (VRFT) Approach. Internal
Report, University of Brescia, 2005.

[6] E.B. Dahlin. Designing and tuning digital controllers. Instruments
and Control Systems, 42:77–83, June 1968.

[7] G.O. Guardabassi, and S. Savaresi. Approximate Linearization via
Feedback: an Overview. Automatica, 37:1-15, 2001.

[8] H. Hjalmarsson. Control of nonlinear systems using iterative feedback
tuning. American Control Conference, 4:2083-2087, 1998.

[9] H. Hjalmarsson, M. Gevers, S. Gunnarson, and O. Lequin. Iterative
Feedback Tuning: theory and applications. IEEE Control Systems
Magazine, 18(4):26-41, 1998.

[10] L. Ljung. System Identification: theory for the user. Prentice Hall,
1999.

[11] T. Soderstrom, and P. Stoica. System Identification. Prentice Hall,
1988.

[12] J.G. Ziegler, and N.B. Nichols. Optimum settings for automatic
controllers. Trans. ASME, 64:759-768, 1942.

6613


	MAIN MENU
	PREVIOUS MENU
	---------------------------------
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




