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Abstract In this paper, we study the link between a Chance-Constrained optimiza-
tion Problem (CCP) and its sample counterpart (SP). SP has a finite number, say N ,
of sampled constraints. Further, some of these sampled constraints, say k, are dis-
carded, and the final solution is indicated by x∗

N,k . Extending previous results on the
feasibility of sample convex optimization programs, we establish the feasibility of
x∗
N,k for the initial CCP problem.

Constraints removal allows one to improve the cost function at the price of a de-
creased feasibility. The cost improvement can be inspected directly from the opti-
mization result, while the theory here developed permits to keep control on the other
side of the coin, the feasibility of the obtained solution. In this way, trading feasibility
for performance is put on solid mathematical grounds in this paper.

The feasibility result here obtained applies to a vast class of chance-constrained
optimization problems, and has the distinctive feature that it holds true irrespective
of the algorithm used to discard k constraints in the SP problem. For constraints
discarding, one can thus, e.g., resort to one of the many methods introduced in the
literature to solve chance-constrained problems with discrete distribution, or even use
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a greedy algorithm, which is computationally very low-demanding, and the feasibility
result remains intact.

We further prove that, if constraints in the SP problem are optimally removed—
i.e., one deletes those constraints leading to the largest possible cost improvement—,
then a precise optimality link to the original chance-constrained problem CCP in
addition holds.

Keywords Chance-constrained optimization · Stochastic optimization · Convex
optimization · Sample-based optimization · Randomized methods

1 Introduction

Letting X ⊆ R
d be a convex and closed domain of optimization, consider a family of

constraints x ∈ Xδ parameterized in δ ∈ �, where the sets Xδ are convex and closed.
Convexity of the sets Xδ is an assumption in effect throughout this paper. δ is the
uncertain parameter and it describes different instances of an uncertain optimization
scenario. Adopting a probabilistic description of uncertainty, we suppose that the
support � for δ be endowed with a σ -algebra D and that a probability measure P

be defined over D. P describes the probability with which the uncertain parameter δ

takes value in �. Then, a chance-constrained optimization program is written as:

CCPε : min
x∈X

cT x

s.t. P{δ : x ∈ Xδ} ≥ 1 − ε.
(1)

Here, the σ -algebra D is large enough, so that {δ : x ∈ Xδ} ∈ D, that is {δ : x ∈
Xδ} is a measurable set. Also, linearity of the objective function is without loss of
generality, since any objective of the kind minx∈X c(x), where c(x) : X → R is a
convex function, can be re-written as minx∈X ,y≥c(x) y, where y is a scalar variable.

In CCPε , constraint violation is tolerated, but the violated constraint set must be
no larger than ε. This parameter ε allows one to trade robustness for performance:
the optimal objective value J ∗

ε of CCPε is a decreasing function of ε and provides
a quantification of such a trade-off. Depending on the application at hand, which
can cover a wide range from control to prediction and from engineering design to
financial economics, ε can take different values and has not necessarily to be thought
of as a “small” parameter.

Chance-constrained programming has been around for a long time, at least since
the work of Charnes, Cooper and Symonds in the fifties, see [1]. In [1], however, only
individual chance-constraints were considered. Joint probabilistic constraints, as in
(1), were first considered by Miller and Wagner, [2], in an independent context, while
a general theory is due to the work of Prèkopa, see [3, 4]. Prèkopa also introduced the
convexity theory based on logconcavity, a fundamental step toward solvability of a
large class of chance-constrained problems. References [5–7] are excellent contribu-
tions providing a broad overview on logconcavity theory in stochastic programming,
and related results. Yet another study about the convexity of chance-constrained prob-
lems is [8], while convex approximations of chance-constrained problems are consid-
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ered in [9–12]. Stability of the solution under perturbation of the chance-constrained
problem is studied in [13, 14]. The case of discrete distribution is dealt with using
efficient points in [15–20], see also [21–23] for other studies.

Though chance-constrained problems can be efficiently solved in some notable
cases as outlined above, it remains true that the feasible set of CCPε is in general
non-convex in spite of the convexity of the sets Xδ . Consequently, an exact numerical
solution of CCPε is in general hard to find.

1.1 Contribution of this Paper

In this paper, we consider sample-based approximations of chance-constrained op-
timization problems. Precisely, by replacing � with a finite sample of independent
instances δ(1), δ(2), . . . , δ(N) ∈ � distributed according to P, an optimization program
with a finite number of constraints is obtained (the sample optimization program), and
we further allow one for removal of constraints from this finite set to improve the cost
value.1 Our main objective is to quantitatively relate the sample-based approxima-
tion to the initial chance-constrained optimization program and to provide sample
size results on the number of constraints to sample to make the solution of the former
a feasible solution of the latter.

Sample-based approximations are chance-constrained problems with discrete dis-
tribution. Chance-constrained problems with discrete distribution have been previ-
ously considered in many papers, e.g. [15–23], where effective resolution methods
have been introduced. Our standpoint here is that one can use anyone of these res-
olution methods, or even any other method, e.g., based on a greedy removal of the
constraints, and our feasibility Theorem 2.1 always holds true to establish the feasi-
bility of the solution with respect to the initial CCPε problem. This theorem precisely
establishes that:

if N constraints are sampled and k of them are eliminated according to any
arbitrary rule, then the solution that satisfies the remaining N −k constraints is,
with high confidence, feasible for the chance-constrained optimization program
CCPε in (1), provided that N and k satisfy a certain condition (3).

This theorem justifies, at a very deep theoretical level, the use of sampling in chance-
constrained. Its strength is that it applies to all chance-constrained problems with
convex Xδ . Moreover, condition (3) is very tight, in the sense that it returns values for
N and k close to the best possible values guaranteeing feasibility, a fact also shown
in this paper.

Theorem 2.1 opens up practical routes to address chance-constrained optimiza-
tion problems: after sampling, constraints are removed according to any procedure,
and, at the end of the elimination process, the actually incurred optimization cost is
inspected for satisfaction, while Theorem 2.1 allows one to keep control on the fea-
sibility of the obtained solution. To illustrate the result in more concrete terms, we

1These δ(i) can have in applications one of the following two interpretations: (1) they are artificially ex-
tracted by the user from �; (2) they come as observations. Section 4.1 provides a more detailed discussion
of these interpretations.
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Fig. 1 Optimization cost (curve with circled markers) and constraints violation (curve with squared mark-
ers) against the number of the removed constraints in the x-axis

anticipate here in Fig. 1 a graph referring to a numerical example that we shall de-
velop in full later in Sect. 3. In the figure, the curve with circled markers represents
the optimization cost of the sample-based solution as a function of the number k of
removed constraints, while the curve with squared markers represents the constraints
violation of the sample-based solution as guaranteed by the theory developed in this
paper. Based on an assessment of the two curves, the user can choose his favorite
compromise between performance and violation.

Depending on the elimination rule, the incurred objective value can be close or less
close to the optimal objective value J ∗

ε of the CCPε optimization program. Working
on this aspect, we further prove in Theorem 6.1 that, when k constraints are opti-
mally removed, the objective value gets close to J ∗

ε in a sense precisely stated in the
theorem.

1.2 Connection with Other Results on Sample-Based Methods

Sample-based techniques, also known as Monte Carlo methods, have been around
for decades, but only recently they have started to spread in the context of stochas-
tic optimization due to the increase of computing capabilities, see e.g. [24–35], and
sample-based optimization has also been used in connection of various application
domains, see e.g. [36–40]. We here give a brief resume of previous results about the
feasibility of sample-based optimization programs, that have a close relation to the
present paper.

Chapter 5 in [34] provides a thorough presentation of the conditions for the
sample-based approximation to asymptotically reconstruct the original chance-
constrained problem. Unlike Chap. 5 in [34], the present paper deals with a finite-
sample analysis, in that we want to determine the sample size N guaranteeing a
given level of approximation. Finite-sample properties are also the topic of the inter-
esting paper [41], which presents an analysis applicable in a set-up complementary to
that of the present paper. Specifically, feasibility results are established for possibly
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non-convex constraints, provided that the optimization domain has finite cardinal-
ity or in situations that can be reduced to this finite cardinality set-up. An excellent
contribution with many results for possibly non-convex constraints is also [42].

The approach of the present paper builds on the so-called “scenario” approach
of [43–45]. The fundamental progress over [43–45] here made is that the results in
[43–45] do not allow one for constraints removal, a possibility which is of crucial
importance any time one wants to trade feasibility for performance.

1.3 Structure of the Paper

In Sect. 2, we formally introduce the sample-based approach with constraints elim-
ination to prepare the terrain for the feasibility Theorem 2.1 given at the end of the
same section. To avoid breaking the flow of discourse, the proof of Theorem 2.1 is
postponed to Sect. 5, while Sect. 3 presents how to trade feasibility for performance
and Sect. 4 provides complimentary theoretical material. Finally, optimality results
are given in Sect. 6.

2 Sample-Based Chance-Constrained Optimization: Feasibility Results

Suppose that N samples δ(1), δ(2), . . . , δ(N) independent and identically distributed
according to the probability measure P are available. The idea behind the scenario
approach of [43–45] is to substitute the vast multitude of constraints in the infinite
initial domain � with these N constraints only, and to find the optimal solution that
satisfies all of these N constraints. If all the N constraints are enforced, however,
one cannot expect that good approximations of chance-constrained solutions are ob-
tained.2 Thus, we allow in this paper for violating part of the sampled constraints
to improve the optimization value. A general removal procedure is formalized in the
following definition.

Definition 2.1 Let k < N . An algorithm A for constraints removal is any rule by
which k constraints out of a set of N constraints are selected and removed. The out-
put of A is the set A{δ(1), . . . , δ(N)} = {i1, . . . , ik} of the indexes of the k removed
constraints.

The fact that A can be any removal algorithm provides us with an opportunity to
pick the most suitable algorithm for the situation at hand, selecting from a range that
goes from a handy greedy algorithm to the optimal algorithm where k constraints are
eliminated to best improve the cost objective. All methods in [15–23] can be used
and thus this paper leverages on these previous contributions. Another choice is a
recursive optimal elimination of groups of p, with p � k, constraints at a time (when
p = 1 the greedy algorithm is recovered). Yet another choice consists in progressively

2The fundamental role of constraint removal can be fully appreciated by way of a simple 1-dimensional
example. We provide such an example in Appendix A, part A.1, for the benefit of the reader who is
interested to gain more insight.
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updating the solution by eliminating all the active constraints at the currently reached
solution.

The sample-based optimization program where k constraints are removed as indi-
cated by A is expressed as

SPA
N,k: min

x∈X
cT x

s.t. x ∈ Xδ(i) , i ∈ {1, . . . ,N} − A{δ(1), . . . , δ(N)},
and its solution will be hereafter indicated as x∗

N,k .
We introduce the following assumptions.

Assumption 2.1 Every optimization problem subject to only a finite subset F of
constraints from �, i.e.

min
x∈X

cT x s.t. x ∈ Xδ, δ ∈ F ⊆ �, (2)

is feasible, and its feasibility domain has a nonempty interior. Moreover, the solution
of (2) exists and is unique.

Assumption 2.1 requires that problems with finitely many constraints be feasible.
It applies to most situations of practical interest, notably in all chance-constrained
minmax problems where one minimizes the maximum value of an uncertain cost
cδ(x), with maximum taken with respect to all δ ∈ �ε and minimum with respect to
x ∈ X and to the choice of the subset �ε ⊆ � among sets whose probability is at
least 1 − ε, viz. minx∈X ,�ε

maxδ∈�ε cδ(x). This problem can be rewritten within the
formalism of (1) as minx∈X ,h∈R h s.t. P{δ : cδ(x) ≤ h} ≥ 1 − ε. One example of this
type of problems is provided in Sect. 3.

We also introduce the following assumption on algorithm A.

Assumption 2.2 Almost surely with respect to the multi-sample (δ(1), . . . , δ(N)), the
solution x∗

N,k of the sample-based optimization program SPA
N,k violates all the k con-

straints that A has removed.

This assumption requires that A chooses constraints whose removal improves the
solution by violating the removed constraints, and it rules out for example algorithms
that remove inactive constraints only. Thus, this assumption is very natural and re-
flects the fact that constraints are removed for the purpose of improving the optimiza-
tion value. In general, Assumption 2.2 can be made true by simply incorporating in A
a test to verify if the removed constraints are indeed violated and, if not, by further al-
lowing the algorithm to remove other constraints. The “almost surely” specification at
the beginning of the assumption is introduced because for non-generic δ(1), . . . , δ(N)

samples, that e.g. cluster together (δ(1) = δ(2) = · · · = δ(N)), removal of k constraints
so that they are violated may be impossible.

Finally, we introduce the following definition.

Definition 2.2 (Violation Probability) The violation probability of a given x ∈ X is
defined as V (x) = P{δ ∈ � : x /∈ Xδ}.



J Optim Theory Appl (2011) 148: 257–280 263

The next Theorem 2.1 provides theoretical guarantees that V (x∗
N,k) ≤ ε, i.e. that

the solution x∗
N,k of the optimization program SPA

N,k is feasible for problem CCPε .
Note that x∗

N,k is a random variable because it depends on the random multi-sample

(δ(1), . . . , δ(N)), so that its violation probability V (x∗
N,k) is a random variable too

defined over the product space �N = � × · · · × � endowed with the product σ -
algebra DN = D ⊗ · · · ⊗ D and the probability measure P

N = P × · · · × P, where
the probability is a product probability because the samples δ(i) are independent.
Thus, V (x∗

N,k) can be less than ε for some multi-samples (δ(1), . . . , δ(N)) and not for
others, and the theorem establishes the condition under which V (x∗

N,k) > ε has any
arbitrarily small probability β .

Theorem 2.1 Let β ∈ (0,1) be any small confidence parameter value. If N and k are
such that (

k + d − 1

k

) k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i ≤ β (3)

(recall that d is the number of optimization variables), then P
N {V (x∗

N,k) ≤ ε} ≥
1 − β .

In the theorem the measurability of set {V (x∗
N,k) ≤ ε} is taken as an assumption;

the same convention applies elsewhere to other subsets of �N . The theorem holds
true for any optimization problem with convex Xδ , any constraints removal algorithm
A, and any probability measure P. To avoid breaking the flow of presentation, the
proof is given in the next Sect. 5.1.

Theorem 2.1 is a feasibility theorem and says that the solution x∗
N,k obtained by

inspecting N constraints only is a feasible solution for CCPε with high probability
1 − β , provided that N and k fulfill condition (3).

Formula (3) establishes a relation among variables N , k, ε, and β . A typical use
of this formula consists in selecting an N within the computational limit of the used
solver, ε according to the acceptable level of risk, and β small enough to be negligi-
ble, e.g. β = 10−10, and computing from (3) the largest number k of constraints that
can be discarded.

For an easy visualization of Theorem 2.1, we have represented in Fig. 2 the region
in the N,k space such that condition (3) is satisfied when ε = 0.1, β = 10−10 and
d = 5. The interpretation is that, if any pair (N, k) is picked from the grey region,
then, if N constraints are sampled and k of them are removed, the obtained solution
is, with high confidence 1–10−10, feasible for the chance-constrained problem with
parameter ε = 0.1. As we shall discuss in detail in Sect. 4.2, formula (3) provides a
tight evaluation for N and k.

3 Trading Feasibility for Performance

In some applications, one may want to reach a suitable compromise between violation
and performance, in which case one discards a progressively increasing number k of



264 J Optim Theory Appl (2011) 148: 257–280

Fig. 2 Grey region: values of N and k satisfying condition (3) for ε = 0.1, β = 10−10 and d = 5

constraints, while inspecting the corresponding cost improvement for satisfaction.
Theorem 2.1 holds for given N and k; yet, by a repeated application of the theorem
for k = k1, k2, . . . , kM , one concludes that

P
N {V (x∗

N,ki
) ≤ εi, ∀i = 1, . . . ,M} ≥ 1 −

M∑
i=1

βi. (4)

This result permits one to keep simultaneous control on the obtained violations after
an increasing number of constraints are eliminated. Thus, after the user has com-
puted x∗

N,ki
, i = 1, . . . ,M , and the corresponding cost values cT x∗

N,ki
, he can select

his favorite violation/performance trade-off by assessing the εi ’s against the cT x∗
N,ki

values. We also note that having a sum of βi in (4) is not a hurdle since the βi can be
chosen to be very small in normal situations. To illustrate ideas, we provide next an
example taken from linear regression.

Example 3.1 (Minimax Regression) The N = 2000 points (ui, yi), i = 1, . . . ,2000,
displayed in Fig. 3 are independently generated in R

2 according to an unknown prob-
ability measure P. We want to construct an interpolating polynomial of degree 3,
y = x0 + x1u + x2u

2 + x3u
3, where x0, . . . , x3 are parameters to be chosen, so that

a strip of minimal vertical width centered around the polynomial contains all the
generated points. In mathematical terms, this problem can be cast as the following
optimization program

min
x0,...,x4

x4 s.t. |yi − [x0 + x1ui + x2u
2
i + x3u

3
i ]| ≤ x4, i = 1, . . . ,2000, (5)
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Fig. 3 (ui , yi ) data points

Fig. 4 Strip containing all points

and the optimal polynomial is named minimax regressor. Problem (5) is a sample
optimization program where δ(i) = (ui, yi). The solution we have obtained with the
data at hand is shown in Fig. 4.

The above problem can be interpreted as an identification problem where u is the
input, y is the output, P is the probability measure describing an underlying data gen-
eration mechanism, the N = 2000 points are the data, and the strip is a data-based
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Fig. 5 Strips with increasing points violation

Table 1 Strip widths vs. ki

ki 0 10 20 30 40 50 60 70 80 90

width 6.08 4.32 3.90 3.46 3.08 2.84 2.54 2.36 2.14 2.06

descriptor of the generator. Given the next input u, the interval in the strip corre-
sponding to that u provides a prediction of the associated unseen y. Correspondingly,
one would like to have a strip of small width so as to make a tight prediction, while
keeping low the probability of not capturing the next unseen y, that is the probability
that (u, y) falls outside the strip.

To make the strip width smaller, we further removed some of the sampled (ui, yi)

points. Figure 5 depicts, stacked one on top of the other, the strips obtained by a
greedy removal of ki = 10,20, . . . ,90 points. The corresponding strip widths are
displayed in Table 1.

Turning to consider the reliability of the various strips obtained for different ki

values, from (5) it is clear that each point corresponds to a constraint and the proba-
bility that (u, y) falls outside the i-th strip is the same as the probability of constraint
violation V (x∗

N,ki
). Using ki = 0,10,20, . . . ,90 and βi = 10−10, ∀i, in (3), this for-

mula is satisfied for the εi values given in Table 2. These εi are upper bounds to the
probability that (u, y) does not belong to the i-th strip and Table 2 should be assessed
by the user against Table 1 for his violation/width favorite compromise. Figure 1 vi-
sually depicts the values in the tables. According to (4), the confidence in the final
result will be 1 − ∑10

i=1 10−10 = 1–10−9.
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Table 2 εi vs. ki

ki 0 10 20 30 40 50 60 70 80 90

εi 0.017 0.031 0.041 0.051 0.059 0.068 0.075 0.083 0.090 0.097

4 Remarks on Theorem 2.1

4.1 Data-Based Optimization

The example of the previous section offers an opportunity to broaden the discussion
so far in relation to the interpretation and the applicability of the theoretical findings
of this paper.

In some applications, � and P represent a model we introduce to describe uncer-
tainty. Correspondingly, samples δ(i) are extracted by us along the process of replac-
ing the CCPε program with its sample counterpart SPA

N,k , having in mind the goal
of making the problem computationally tractable. This way of proceeding has been
sometimes called “randomization”, referring to the artificial process of sampling as
part of the algorithmic solution methodology.

On the other hand, the example of Sect. 3 offers a second interpretation of the
sampling scheme discussed in this paper: there δ(i) = (ui, yi) is an observation that
comes to us through a procedure of data acquisition. (ui, yi) is generated by an un-
derlying system, so that � and P exist but are not known to us. The achievements of
this paper find direct applicability to this context as well since all the optimization
program SPA

N,k uses are the samples δ(i) (so that if the δ(i) are available we do not
need to know � and P) and since applying the theoretical result of Theorem 2.1 does
not require any knowledge of � and P as well (distribution-free result). For these
reasons, we expect that the findings of this paper will have a significant impact in
all fields where data-based optimization is used including signal processing, system
identification, statistical learning, financial economics, and others.

4.2 A Remark on the Quality of Bound (3)

We discuss the bound (3) and its margin of improvement.
From Theorem 2.1, we have that

(
k+d−1

k

)∑k+d−1
i=0

(
N
i

)
εi(1 − ε)N−i is an upper

bound to P
N {V (x∗

N,k) > ε} valid for any removal algorithm A and for any optimiza-
tion problem P (that is for any set of constraints Xδ , δ ∈ �, probability measure P,
and cost function cT x). I.e.

sup
P,A

P
N {V (x∗

N,k) > ε} ≤
(

k + d − 1

k

) k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i . (6)

It is a fact that a lower bound to the same probability is

sup
P,A

P
N {V (x∗

N,k) > ε} ≥
k+d−1∑

i=0

(
N

i

)
εi(1 − ε)N−i , (7)
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Fig. 6 Grey region: values of N and k satisfying condition
∑k+d−1

i=0

(N
i

)
εi (1− ε)N−i ≤ β ; Light grey re-

gion: values of N and k satisfying condition
(k+d−1

k

)∑k+d−1
i=0

(N
i

)
εi (1−ε)N−i ≤ β ; ε = 0.1, β = 10−10

and d = 5

and this sets a limit to the margin of improvement of the bound in Theorem 2.1.
For a visual understanding of this result, in Fig. 6 we have represented the region
in the N,k space where condition

∑k+d−1
i=0

(
N
i

)
εi(1 − ε)N−i ≤ β is satisfied for ε =

0.1, β = 10−10 and d = 5 superimposed to the region obtained by using (6), i.e. by
imposing

(
k+d−1

k

)∑k+d−1
i=0

(
N
i

)
εi(1−ε)N−i ≤ β (this is the same region as in Fig. 2).

The proof of (7) is provided in Sect. 5.2.

4.3 An Explicit Formula for k

Using the Chernoff bound for the Binomial tail (see e.g. Sect. 2.3.1 in [46]) yields

k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i ≤ e− (εN−k−d+1)2

2εN , for εN ≥ k + d − 1.

Moreover,
(

k + d − 1

k

)
= (k + d − 1)!

(d − 1)!k! ≤ (k + d − 1)(k + d − 2) · · · (k + 1)

≤ (k + d − 1)d−1 ≤ (εN)d−1,

where the last inequality follows from condition εN ≥ k + d − 1.
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Hence, the left-hand-side of (3) is bounded by (εN)d−1 · e− (εN−k−d+1)2
2εN . Given N ,

ε, β , and d , we compute a k such that

(εN)d−1 · e− (εN−k−d+1)2
2εN ≤ β.

This latter equation can be rewritten as

(εN − k − d + 1)2 ≥ 2εN ln
(εN)d−1

β
,

which, solved for k with the condition εN ≥ k + d − 1, gives

k ≤ εN − d + 1 −
√

2εN ln
(εN)d−1

β
. (8)

Equation (8) is an explicit handy formula for k which can be used to compute the
number of constraints that can be discarded. More precise evaluations can be obtained
by numerically solving (3).

4.4 A Remark on the Fact that, Although the Bound Is Problem-Independent, It Is
Non-Conservative

In [45], we showed that the only characteristic of an optimization problem that counts
in determining the violation properties of a solution that satisfies all the sampled
constraints is the number of support constraints of the sample-based optimization
program. This number of support constraints is further bounded in [45] by d , the
number of optimization variables, and this may introduce some conservatism. When
we allow for constraints removal, as we do here, we see from formula (3) that d does
not count as such, and it only appears summed to k: d + k, where k is the number of
removed constraints. The presence of k, which is deterministically known and chosen
by the user, levels out the differences among optimization problems, so that results
like those of this paper that hold true for any chance-constrained problem become
nonconservative.

To gain extra quantitative insight on this point, notice that, letting kmax(N) be the
maximum integer k such that (8) is satisfied for a given ε and β , we see from (8) that
limN→∞ kmax(N)

N
= ε. Indeed, the first term in the right hand side increases linearly in

N whereas the other terms are sublinear and vanish for N → ∞ when divided by N .
The interpretation is that the empirical violation kmax(N)

N
tends to the true violation

ε as N is let increase, and this is the best possible result one can expect. For finite
N , instead, random effects introduce a variability in the violation of the solution, so
that the number of constraints that can actually be removed need to be less than ε · N
to obtain high confidence that the solution violates less then ε. Inspecting e.g. Fig. 1
we see that to achieve a violation below 10% we have to eliminate no more that 90
constraints out of 2000, i.e. 4.5%, introducing a factor of approximately 2 between
the two percentages.
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4.5 A Further Comment on the Choice of N

In applications where the δ(i) are associated to observations and one has no active
role in designing the experiment, the number N is dictated by the size of the available
data record; this was e.g. the case in the example of Sect. 3. Other times, however,
N can be selected as part of the experiment design. If so, formula (8) offers practical
information for the selection of N : compatibly with other limitations, term

−d + 1 −
√

2εN ln (εN)d−1

β

N

should be made small enough by properly selecting N so that the mismatch between
empirical violation k

N
and the theoretical limit ε is kept below a desired level.

5 Proofs

5.1 Proof of Theorem 2.1

Introducing the notation δ := (δ(1), . . . , δ(N)), in this proof we shall write x∗
N,k(δ)

instead of x∗
N,k to emphasize the stochastic nature of the solution. The “bad” multi-

samples from �N leading to a solution x∗
N,k(δ) violating a portion of constraints

larger than ε form an event

B = {δ ∈ �N : V (x∗
N,k(δ)) > ε},

and, in these notations, the theorem statement can be rephrased as P
N {B} ≤ β .

Given a subset I = {i1, . . . , ik} of k indexes from {1, . . . ,N}, let x∗
I (δ) be the

optimal solution of the optimization problem where the constraints with index in I

have been removed, i.e.

x∗
I (δ) := arg min

x∈X
cT x s.t. x ∈ Xδ(i) , i ∈ {1, . . . ,N} − I. (9)

Moreover, let

�N
I = {δ ∈ �N : x∗

I (δ) violates the constraints δ(i1), . . . , δ(ik)}. (10)

Thus, �N
I contains the multi-samples such that removing the constraints with indexes

in I leads to a solution x∗
I (δ) that violates all the removed constraints.

Since the solution of SPA
N,k almost surely violates k constraints (Assumption 2.2),

it is clear that x∗
N,k(δ) = x∗

I (δ) for some I such that δ ∈ �N
I . Thus,

B = {δ ∈ �N : V (x∗
N,k(δ)) > ε} ⊆

⋃
I∈I

{δ ∈ �N
I : V (x∗

I (δ)) > ε} (11)

up to a zero probability set, where I is the collection of all possible choices of k

indexes from {1, . . . ,N}.
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A bound for P
N {B} is now obtained by first bounding P

N {δ ∈ �N
I :

V (x∗
I (δ)) > ε}, and then summing over I ∈ I .

Fix an I = {i1, . . . , ik}, and write

P
N {δ ∈ �N

I : V (x∗
I (δ)) > ε}

=
∫

(ε,1]
P

N {�N
I |V (x∗

I (δ)) = v}dFV (v)

=
∫

(ε,1]
P

N {x∗
I (δ) violates the constraints δ(i1), . . . , δ(ik)|V (x∗

I (δ)) = v} dFV (v),

(12)

where FV is the cumulative distribution function of the random variable V (x∗
I (δ)),

and P
N {�N

I |V (x∗
I (δ)) = v} is the conditional probability of the event �N

I under the
condition that V (x∗

I (δ)) = v (see (17), §7, Chap. II of [47]).
To evaluate the integrand in (12), remind that V (x∗

I (δ)) = v means that x∗
I (δ)

violates constraints with probability v; then, owing to that the δ(i) samples are inde-
pendent, the integrand equals vk . Substituting in (12) yields

P
N {δ ∈ �N

I : V (x∗
I (δ)) > ε} =

∫
(ε,1]

vk dFV (v). (13)

To proceed, we have now to appeal to a result on FV from [45]: FV (v) ≥ F̄V (v) :=
1 − ∑d−1

i=0

(
N−k

i

)
vi(1 − v)N−k−i , see Theorem 1 in [45] and recall that FV (v) is the

cumulative distribution function of the violation of a solution obtained with N − k

constraints. This inequality is tight, i.e. it holds with equality for a whole class of
optimization problems, that called “fully-supported” in [45], Definition 3.

Now, the integrand vk in (13) is an increasing function of v, so that FV (v) ≥
F̄V (v) implies that

∫
(ε,1] v

k dFV (v) ≤ ∫
(ε,1] v

k dF̄V (v). This can be verified by the
calculation: ∫

(ε,1]
vk dFV (v) = [Theorem 11, §6, Chap. II of [47]]

= 1 − εkFV (ε) −
∫

(ε,1]
FV (v)kvk−1 dv

≤ 1 − εkF̄V (ε) −
∫

(ε,1]
F̄V (v)kvk−1 dv

=
∫

(ε,1]
vk dF̄V (v).

Hence, P
N {δ ∈ �N

I : V (x∗
I (δ)) > ε} can finally be bounded as follows:

P
N {δ ∈ �N

I : V (x∗
I (δ)) > ε} ≤

∫
(ε,1]

vk dF̄V (v)

=
[

the density of F̄V is d

(
N − k

d

)
vd−1(1 − v)N−k−d

]
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=
∫

(ε,1]
vk · d

(
N − k

d

)
vd−1(1 − v)N−k−d dv

= [integration by parts]

= d
(
N−k

d

)
(k + d)

(
N

k+d

)
k+d−1∑

i=0

(
N

i

)
εi(1 − ε)N−i . (14)

To conclude the proof, go back to (11) and note that I contains
(
N
k

)
choices. Thus,

P
N {B} ≤

∑
I∈I

P
N {δ ∈ �N

I : V (x∗
I (δ)) > ε}

=
(

N

k

)
P

N {δ ∈ �N
I : V (x∗

I (δ)) > ε}

≤ [use (14)]

≤
(

N

k

)
d
(
N−k

d

)
(k + d)

(
N

k+d

)
k+d−1∑

i=0

(
N

i

)
εi(1 − ε)N−i

=
(

k + d − 1

k

) k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i

≤ β,

where the last inequality follows from (3).

5.2 Proof of (7)

Consider a fully-supported problem P (see Definition 3 in [45]). Equation (14) in the
proof of Theorem 2.1 holds true in this case with equality, that is

P
N {δ ∈ �N

I : V (x∗
I (δ)) > ε} = d

(
N−k

d

)
(k + d)

(
N

k+d

)
k+d−1∑

i=0

(
N

i

)
εi(1 − ε)N−i , (15)

with x∗
I (δ) and �N

I defined as in (9) and (10).
For a multi-sample δ, let # be the number of solutions of level k (that is solutions

that violate exactly k of the sampled constraints) whose violation is more than ε.
From (9) and (10), one easily sees that

# =
∑
I∈I

1{δ∈�N
I : V (x∗

I (δ))>ε},

where 1A denotes the indicator function of set A. We now have that
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E�N [#] =
∫

�N

∑
I∈I

1{δ∈�N
I : V (x∗

I (δ))>ε} P
N {dδ}

=
∑
I∈I

P
N {δ ∈ �N

I : V (x∗
I (δ)) > ε}

=
[

use (15) and recall that I contains

(
N

k

)
choices

]

=
(

N

k

)
d
(
N−k

d

)
(k + d)

(
N

k+d

)
k+d−1∑

i=0

(
N

i

)
εi(1 − ε)N−i

=
(

k + d − 1

k

) k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i . (16)

Now, letting S(#) be the set in �N where # �= 0, that is the set of multi-samples such
that at least one solution of level k violates more than ε, the algorithm A that always
selects the solution x∗

N,k(δ) of level k with the largest violation leads to the fact that

V (x∗
N,k(δ)) > ε holds on S(#), that is with a probability P

N {S(#)}. Nobody to date

knows the exact value of P
N {S(#)}, but it turns out that we can compute a lower

bound to it. In fact, a fully supported problem has
(
k+d−1

k

)
solutions of level k, see

e.g. [48], so that # ≤ (
k+d−1

k

)
. Using this fact in (16) yields:

(
k + d − 1

k

) k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i = E�N [#] ≤

(
k + d − 1

k

)
· P

N {S(#)},

from which P
N {S(#)} ≥ ∑k+d−1

i=0

(
N
i

)
εi(1 − ε)N−i . Since P

N {S(#)} is the proba-
bility that the solution of algorithm A violates more than ε, the found number∑k+d−1

i=0

(
N
i

)
εi(1 − ε)N−i represents a lower bound to supP,A P

N {V (x∗
N,k(δ)) > ε}.

6 Optimality Results

In this section we establish the result that the objective value of CCPε can be ap-
proached at will, provided that sampled constraints are optimally removed. Though
at the present state of knowledge optimal removal can be impractical due to the ensu-
ing high computational burden, this study has a theoretical interest and sheds further
light on the relation between chance-constrained optimization and its sample coun-
terpart.

Let Aopt be the optimal constraints removal algorithm which leads—among all
possible eliminations of k constraints out of N—to the best possible improvement in
the cost objective; further, let x∗

N,k opt and J ∗
N,k opt = cT x∗

N,k opt be the corresponding
optimal solution and cost value. We have the following theorem.
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Theorem 6.1 Let β ∈ (0,1) be any small confidence parameter value, and let ν ∈
(0, ε) be a performance degradation parameter value. If N and k are such that

(
k + d − 1

k

) k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i +

N∑
i=k+1

(
N

i

)
(ε − ν)i(1 − ε + ν)N−i ≤ β,

(17)
then

(i) V (x∗
N,k opt) ≤ ε

(ii) J ∗
N,k opt ≤ J ∗

ε−ν

simultaneously hold with probability at least 1 − β .

As in Theorem 2.1, point (i) is a feasibility result. Instead, point (ii) states that the
performance achieved by x∗

N,k opt is no worse than the performance of CCPε−ν , where
ν is a degradation margin. A result similar to (ii) has also been independently estab-
lished in [41]. A simple example illustrating Theorem 6.1 is provided in Appendix A,
part A.2.

Proof Let

Bi = {δ ∈ �N : V (x∗
N,k opt(δ)) > ε},

Bii = {δ ∈ �N : J ∗
N,k opt(δ) > J ∗

ε−ν}.

We have to prove that P
N {Bi ∪ Bii} ≤ β .

Write P
N {Bi ∪ Bii} ≤ P

N {Bi} + P
N {Bii}. By Theorem 2.1, P

N {Bi} is bounded
by

(
k+d−1

k

)∑k+d−1
i=0

(
N
i

)
εi(1 − ε)N−i . We here bound P

N {Bii}.
For the sake of simplicity, in what follows we assume that a solution x∗

ε−ν of
CCPε−ν exists. If not, the result is similarly established by a limit reasoning.

Let �ε−ν be the subset of � formed by those constraints which are violated by
x∗
ε−ν . Call R(δ) the number of constraints among the N sampled ones that fall in

�ε−ν . The objective value obtained by eliminating the R(δ) constraints in �ε−ν ,
say J (δ), cannot be worse than J ∗

ε−ν : J (δ) ≤ J ∗
ε−ν . Thus, if J ∗

N,k opt(δ) > J ∗
ε−ν , then

R(δ) > k for, otherwise, J ∗
N,k opt(δ) ≤ J (δ) ≤ J ∗

ε−ν . Therefore,

P
N {Bii} = P

N {J ∗
N,k opt(δ) > J ∗

ε−ν}
≤ P

N {R(δ) > k}
= [probability that more than k among N samples fall in �ε−ν]

=
N∑

i=k+1

(
N

i

)
(P{�ε−ν})i(1 − P{�ε−ν})N−i

≤
N∑

i=k+1

(
N

i

)
(ε − ν)i(1 − ε + ν)N−i ,
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where the last inequality follows from observing that P{�ε−ν} ≤ ε − ν. Wrapping up
the above results, we finally have

P
N {Bi ∪ Bii} ≤ P

N {Bi} + P
N {Bii}

≤
(

k + d − 1

k

) k+d−1∑
i=0

(
N

i

)
εi(1 − ε)N−i

+
N∑

i=k+1

(
N

i

)
(ε − ν)i(1 − ε + ν)N−i

≤ β,

where the last inequality is given by (17). �

6.1 Existence of N and k

In Theorem 6.1, ν measures the performance mismatch between x∗
N,k opt and the so-

lution of CCPε . For any small ν, N and k satisfying condition (17) always exist, a
result shown in this section. As expected, N and k increase as ν approaches zero.

To start with, consider (17) and split β evenly between the two terms in the left-
hand-side of this equation, that is impose that both terms are less than β/2. A condi-
tion for the first term to be less than β/2 has been already established in (8) (substitute
β/2 for β in that equation). We here work on the second term.

Similarly to (17), we use a Chernoff bound for the Binomial tail, this time the right
tail Chernoff bound (see e.g. Sect. 2.3.1 in [46]) stating that

N∑
i=k+1

(
N

i

)
(ε − ν)i(1 − ε + ν)N−i ≤ e

− ((ε−ν)N−k−1)2

3(ε−ν)N ,

for (k + 1)/2 ≤ (ε − ν)N ≤ k + 1.

Further, imposing that e
− ((ε−ν)N−k−1)2

3(ε−ν)N is less than β/2 and solving for k yields

k ≥ (ε − ν)N − 1 +
√

3(ε − ν)N ln
2

β
. (18)

In (8), the term linear in N has slope ε, while the other terms are sub-linear. Instead,
in (18) the slope is (ε − ν). Since ε > (ε − ν), for N large enough there is a gap
between the bounds expressed by (8) and (18), and, consequently, an N and a k can
be found that simultaneously satisfy (8) and (18).

7 Conclusions

In this paper, we have presented results linking a chance-constrained optimization
problem to its sample counterpart, and have further developed a general paradigm to
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solve chance-constrained problems in practice. The introduced method is grounded
on a solid and deep theory, but its practical use is very simple and consists of sampling
and discarding of the uncertainty. The potential applications domain is truly vast and
includes problems in control, system identification and learning, signal processing,
and finance.

Appendix A: Illustration of the Theoretical Results via a Simple Example

The following simple 1-dimensional example illustrates the theoretical nature of the
results contained in this paper.

Let us consider the chance-constrained problem:

min
x∈[0,1]x

s.t. P{δ : x ≥ δ} ≥ 1 − ε,

where δ ∈ � = [0,1] and P is uniform over �.
In this simple setting, the CCPε optimum is achieved by removing the set [1−ε,1]

from �, leading to the optimal solution x∗
ε = 1 − ε = J ∗

ε . Throughout we take ε =
0.2.

Turn now to consider the sample-based optimization program where k constraints
are removed. Given a multi-sample (δ(1), . . . , δ(N)), x∗

N,k is obtained by removing

the k largest δ(i)’s and by letting x∗
N,k = the (k + 1)th largest δ(i) value. Also, P{δ :

x∗
N,k < δ} = 1 − x∗

N,k and J ∗
N,k = x∗

N,k , and all these quantities are random variables

as they depend on the multi-sample (δ(1), . . . , δ(N)). To ease the notation, let in the
following V (x∗

N,k) = P{δ : x∗
N,k < δ}.

A.1 The Need for Constraints Removal

Figure 7 depicts the probability density function of V (x∗
N,k) when N = 15 and k = 0,

that is, no constraints are removed. One sees that V (x∗
N,k) ≤ ε = 0.2 with high proba-

bility. On the other hand, the density concentrates near the zero value. This means that
the violation of x∗

N,k will be much less than that for x∗
ε with high probability, entailing

that the objective value of x∗
N,k will be poor as compared to the chance-constrained

solution.
Selecting N = 552 and k = 93 leads instead to the probability density function

in Fig. 8. Constraints discarding generated solutions for which V (x∗
N,k) > ε has the

same probability as for N = 15 and k = 0, but the violation approaches the desired
violation level ε = 0.2 of the chance-constrained problem with high probability. This
is the beneficial effect of constraints removal.

A.2 Optimality Results

In this subsection we illustrates the results in the optimality Theorem 6.1. Observe
first that, in this 1-dimensional example, the considered removal algorithm coincides
with the optimal removal algorithm Aopt , i.e. x∗

N,k = x∗
N,k opt.
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Fig. 7 The probability density function of V (x∗
N,k

) for N = 15 and k = 0; grey area represents the

probability that V (x∗
N,k

) > ε

Fig. 8 The probability density function of V (x∗
N,k

) for N = 552 and k = 93; grey area represents the

probability that V (x∗
N,k

) > ε

Again referring to N = 552 and k = 93, Fig. 9 further displays the region Bi where
V (∗N,k opt) > ε along with region Bii where J ∗

N,k opt = 1−V (x∗
N,k opt) > 1− (ε −ν) =

J ∗
ε−ν for ν = 0.05. Here, P

N {Bi ∪ Bii} = 0.1352.
Thus, N = 552 and k = 93 suffice to simultaneously guarantee that V (x∗

N,k opt) ≤
0.2 and J ∗

N,k opt ≤ J ∗
0.15 with probability 0.8648. Interestingly enough, applying The-

orem 6.1 provides in general upper-bounds for N and k; however, in the present
1-dimensional case, substituting ε = 0.2, ν = 0.05, and β = 1 − 0.8648 = 0.1352
in (17) just returns N = 552 and k = 93.
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Fig. 9 The probability density function of V (x∗
N,k opt

) for N = 552 and k = 93; Bi is the region where

V (x∗
N,k opt) > ε, while Bii where J ∗

N,k opt > J ∗
ε−ν
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34. Shapiro, A., Dentcheva, D., Ruszczyǹski, A.: Lectures on Stochastic Programming—Modeling and
Theory. MPS-SIAM, Philadelphia (2009)

35. Alamo, T., Tempo, R., Camacho, E.F.: Statistical learning theory: a pack-based strategy for uncer-
tain feasibility and optimization problems. In: Blondel, V.D., Boyd, S.P., Kimura, H. (eds.) Recent
Advances in Learning and Control, vol. 10. Springer, London (2008)

36. Polyak, B.T., Tempo, R.: Probabilistic robust design with linear quadratic regulators. Syst. Control
Lett. 43, 343–353 (2001)

37. Fujisaki, Y., Dabbene, F., Tempo, R.: Probabilistic robust design of LPV control systems. Automatica
39, 1323–1337 (2003)

38. Ishii, H., Basar, T., Tempo, R.: Randomized algorithms for quadratic stability of quantized sampled-
data systems. Automatica 40, 839–846 (2004)

39. Alpcan, T., Basar, T., Tempo, R.: Randomized algorithms for stability and robustness of high-speed
communication networks. IEEE Trans. Neural Netw. 16, 1229–1241 (2005)

40. Tempo, R., Calafiore, G., Dabbene, F.: Randomized Algorithms for Analysis and Control of Uncertain
Systems. Springer, London (2005)

41. Luedtke, J., Ahmed, S.: A sample approximation approach for optimization with probabilistic con-
straints. SIAM J. Optim. 19(2), 674–699 (2008)

42. Alamo, T., Tempo, R., Camacho, E.F.: Randomized strategies for probabilistic solutions of uncertain
feasibility and optimization problems. IEEE Trans. Autom. Control 54, 2545–2559 (2009)

43. Calafiore, G., Campi, M.C.: Uncertain convex programs: randomized solutions and confidence levels.
Math. Program. 102(1), 25–46 (2005)

44. Calafiore, G., Campi, M.C.: The scenario approach to robust control design. IEEE Trans. Autom.
Control 51(5), 742–753 (2006)



280 J Optim Theory Appl (2011) 148: 257–280

45. Campi, M.C., Garatti, S.: The exact feasibility of randomized solutions of uncertain convex programs.
SIAM J. Optim. 19(3), 1211–1230 (2008)

46. Vidyasagar, M.: A Theory of Learning and Generalization: with Applications to Neural Networks and
Control Systems. Springer, London (1997)

47. Shiryaev, A.N.: Probability. Springer, New York (1996)
48. Matoušek, J.: On geometric optimization with few violated constraints. Discrete Comput. Geom. 14,

365–384 (1995)


	A Sampling-and-Discarding Approach to Chance-Constrained Optimization: Feasibility and Optimality
	Abstract
	Introduction
	Contribution of this Paper
	Connection with Other Results on Sample-Based Methods
	Structure of the Paper

	Sample-Based Chance-Constrained Optimization: Feasibility Results
	Trading Feasibility for Performance
	Remarks on Theorem 2.1
	Data-Based Optimization
	A Remark on the Quality of Bound (3)
	An Explicit Formula for k
	A Remark on the Fact that, Although the Bound Is Problem-Independent, It Is Non-Conservative
	A Further Comment on the Choice of N

	Proofs
	Proof of Theorem 2.1
	Proof of (7)

	Optimality Results
	Existence of N and k

	Conclusions
	Appendix A: Illustration of the Theoretical Results via a Simple Example
	The Need for Constraints Removal
	Optimality Results

	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


