
TRENDS IN SYSTEMS AND SIGNALS

Status Report prepared by the IFAC Coordinating
Committee on Systems and Signals

Tohru Katayama ∗ Tomas McKelvey∗∗ Akira Sano ∗∗∗
Christos Cassandras∗∗∗∗ Marco C. Campi †

∗Department of Applied Mathematics and Physics, School of
Informatics, Kyoto University, Kyoto, 606-8501, Japan

∗∗Department of Signals and Systems, Chalmers University of
Technology, SE-41296 Gothenburg, Sweden

∗∗∗Department of System Design Engineering, Keio University,
Yokohama 223-8522, Japan

∗∗∗∗Department of Manufacturing Engineering, Boston
University, MA 02215, USA

†Department of Electrical Engineering, University of Brescia,
I-25123 Brescia, Italy

Abstract: This report discusses problems and methodologies that lie in the broad scope of
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common theme underlying all these areas is that problems in control systems and signals
are usually defined and best studied in the framework of stochastic approaches. Although
there are common precepts among all these technologies, there are also many unique
topics within each area. Therefore, the current key problems in each technology are
explained, followed by a discussion of recent major accomplishments with trends, and
finally some forecasts of likely developments are provided. The conclusion summarizes
some general forecasts for the overall field of systems and signals.Copyrightc©2005 IFAC
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1. INTRODUCTION

There are many diverse methodologies that concern
systems and signals. This Milestone Report addresses
the current status and likely future developments
for the following theoretical control techniques and
methodologies:

• Modeling, identification and signal processing,
• Adaptation and learning,
• Discrete event and hybrid systems,
• Stochastic systems.

There are also many common challenges that all of
these control methodologies face, but each with its
own unique perspective, e.g. need for improved per-
formance, need for better models, better methods for
handling uncertainty, complexity, stability, bounded-
ness, reduction of restrictive assumptions within de-
sign methodologies, more applicability to nonlinear
systems, overcoming random disturbances, improved
verification, etc. and certainly the challenge of apply-
ing the techniques to real-world applications such as
networked systems. However, in order to more clearly
address the uniqueness of each of these methodolo-



gies, we will discuss the problems, accomplishments
and forecasts of each individually in this report.

This paper is organized as follows. In Section 2, we
discuss the present status, key problems, recent ac-
complishment and forecasts within Modeling, Identi-
fication, and Signal Processing. Sections 3, 4 and 5 are
devoted to similar exposition of problems and method-
ologies in the areas of Adaptation and Learning, Dis-
crete Event and Hybrid Systems, and Stochastic Sys-
tems, respectively. Finally, we conclude the paper in
Section 6 with a summary of general forecasts for the
overall area of systems and signals.

2. MODELING, IDENTIFICATION AND SIGNAL
PROCESSING

The objective of modeling and identification technol-
ogy is to develop efficient techniques which can be
used to construct dynamic models based on physi-
cal insight and experimental data. The use of a plant
model is crucial for model based control techniques,
synthesis of servomechanisms, design of predictive
control algorithms, and absolutely every simulation is
based on a model of the event or process under con-
sideration. Thus it is virtually impossible to consider
the field of automation and control without includ-
ing the discipline of modeling. In signal processing,
dynamic models are essential in time-series analysis,
adaptive filtering and fault/change detection, etc. Dy-
namic models and identification techniques are also
critical in many other scientific areas such as econo-
metrics and environmental engineering.

A model of a physical system for developing control
solutions should include two main parts; a descrip-
tion of the dynamics from inputs to outputs and a
description of the disturbances acting on the system.
Fig. 1 shows a standard configuration for open-loop
identification, where no feedback exists fromy to u.
The basic identification problem is to construct a dy-
namic model of the system based on measured input-
output data(u,y). The identification process is satis-
factorily solved when the measured data is used to
formulate a dynamic model that, when subjected to
an input, produces output that “matches” the output
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Fig. 1. A system with inputu, outputy, and unmea-
sured disturbancev.

of the system when excited by the same input. Most
existing control systems are, however, operated in a
closed-loop configuration as shown in Fig. 2; in this
case we can employ measured input-output data(u,y)
together with the reference inputr for identifying the
plant model. In some cases, the external input can also

be measured; this additional information can then also
play an important role in successful identification.
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Fig. 2. A block diagram of closed-loop system with
plant inputu, outputy and reference inputr.

2.1 Current Key Problems

Modeling, identification and signal processing faces
many interesting problems; among others, the follow-
ing are some of the current key problems.

Disturbances in control applications are predomi-
nantly described by finite order rational spectral mod-
els; yet this type model is not totally compatible with
several other formats used to model stochastic sys-
tems. Therefore, the unification of several methods
for approximation of stochastic systems with ratio-
nal spectral disturbance models is an important open
problem.

Since an accurate dynamic model is essential for the
design of most controllers, identification should al-
ways be seen as an integral part of control design.
Therefore interplay between identification and the de-
signed controller should be utilized when optimizing
the design process. Continued development of meth-
ods and analysis tools for control oriented modeling
is therefore another key problem within modeling and
identification.

Development of computational Bayesian approaches
for both estimation and quantification of modeling
errors has emerged only quite recently. Techniques
such as Markov Chain Monte Carlo methods have for
example the ability to provide accurate probabilistic
error descriptions for finite length identification data.

The success of many control applications when using
linear controllers relies on the fact that the process be-
ing controlled behaves like a linear system around an
appropriate working point. Clearly this is a limited ap-
proach; therefore identification of non-linear systems
using non-linear model structures has been the subject
of many studies during recent decades. Nevertheless,
this is still a significant challenge for modeling and
identification. Since estimation of general nonlinear
structures from input-output data is quite difficult, we
often consider simple combinations of linear dynam-
ics G and a static nonlinearityf as shown in Fig. 3.
The non-linear models can be used in several ways;
examples are detecting the existence of nonlinearities
or providing nonlinear models for use in subsequent
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Fig. 3. Nonlinear models: (a) Hammerstein model, (b)
Wiener model.

non-linear control designs. We have also seen devel-
opment of approximation of non-linear systems using
techniques from machine learning. Examples are Neu-
ral Networks, Radial Basis functions, Support vector
machines and Reproducing Kernel Hilbert Spaces, etc.

2.2 Recent Major Accomplishments, Trends

In the past, a large number of theoretical as well as
application papers have been published in the area
of modeling, identification and signal processing. The
following are major accomplishments in recent years.

(a) Estimation of a rational spectral model from
measured data is a classical problem where the
maximum-likelihood solution leads to minimiza-
tion of a possibly non-convex criterion. Hence
non-iterative computational techniques are of
practical interest. Recently two different tech-
niques have emerged which provides promising
alternative solutions to the problem. The first
uses sample covariance matrices estimated from
data and then finds a valid stochastic model
which extends the sample covariance sequences.
A second approach finds a valid stochastic model
which approximates the given sequence of sam-
ple covariances.

(b) Use of computational Bayesian approaches for
estimation anda posteriori quantification of
model errors has proved to be accurate and useful
for our domain of problems. The Bayesian tech-
nique forms a statistically sound basis where the
a priori knowledge and the data together provides
thea posterioriestimate of the system.

(c) Utilizing subspace methods for data collected
under feedback is now much better understood,
and recently several new techniques have been
presented. Using discrete Fourier transformed
data in subspace methods has provided good
results for deterministic systems. Recently, also
algorithms for stochastic and combined system
are emerging.

(d) Plant friendly identification is a name for tech-
niques aimed at resolving the inherent con-
flict between theoretical results on how to best
achieve high quality models and the require-
ments of the plant operation from a production
point of view. This topic is very relevant for
industry, and we have seen some developments
of both theory and methods which also encom-

passes the constraints of how an industrial plant
can still be operated without shut-down during
an identification experiment.

(e) Modeling of non-linear dynamical systems has
always attracted significant attention since many
phenomena have significant non-linear contribu-
tions. Currently the primary interests can be di-
vided into three approaches: (1) Approximation
of Volterra series models, (2) Estimation of Ham-
merstein and Wiener systems, and (3) Non-linear
regression based models.

The Volterra approach has the advantage of a
close connection with linear analysis and pro-
vides a good structure to analyze and quan-
tify small to moderate non-linear contributions.
The second estimation techniques involve a mix-
ture of linear model identification and static
non-linear function approximation. Non-linear
regression approach is closely related to ma-
chine learning and several methodologies have
been adapted to the time series setting. Key
current methodologies are Support vector ma-
chines, Neural networks and Reproducing Ker-
nel Hilbert spaces, etc.

2.3 Forecast

Although modeling and identification have been use-
ful tools during all of the “modern control” era, there
are still significant challenges to be addressed as
control technology advances and complexity of ap-
plications increase. This discipline will continue to
advance, and several developments can be expected
within the coming years.

(a) In the future, we expect powerful new linear
system identification tools such that large scale
systems can efficiently be modeled. Here “large
scale” refers to model orders of 50-1000 states
and inputs and outputs in the order of 10-100.

(b) In many cases, a well posed system identifica-
tion problem leads to minimization of a possi-
bly non-convex criterion function. However, we
expect new global search strategies which in-
corporate problem domain knowledge to thereby
improve performance and reduce computational
requirements; such developments should come
within the next few years. Examples of such de-
velopments are interval analysis and grid based
methods combined with branch and bound tech-
niques.

(c) Many alternative modeling techniques will de-
velop in the future as a result of on-going de-
creases in the price for data storage. The ability
to store large quantities of operational data opens
up many new alternative possibilities for model-
ing. A data base where all operational records are
stored could then form the basis of the model.
When a particular feature is requested of the
model, it can be estimated on-line by querying



the database for relevant data. Several interest-
ing problems will arise such as how the opera-
tional data will be organized and how queries to
the database should be constructed. It will also
be important to find methods, i.e. data mining
techniques, which automatically evaluate the in-
formation content in data. Today latent variable
methods like PCA (principal component analy-
sis) and PLS (partial least-squares) are used to
project data to a lower dimensional subspace
where analysis and control can be applied.

(d) The use of randomization methods for solving
estimation and filtering problems are expected to
increase significantly in the future. These meth-
ods will also provide the ability to accurately
predict performance of estimated models.

(e) Almost all identification methods use optimiza-
tion techniques to calculate the parameter es-
timates. In some applications, the model class
should be constrained due to physical reasons.
The use of semi-definite programming tech-
niques will help solve many such problems.

(f) It is apparent that as advances are made within
computer and signal processing technologies,
many tasks which require manual processing will
be automated so that intervention by an operator
will be reduced, or even eliminated. There are
several efforts underway within modeling and
identification that are aimed toward development
of “automatic” identification methods, and we
should see continued progress in this direction
in the future.

3. ADAPTATION AND LEARNING

Adaptation and learning methodologies are especially
useful to attain high performance of control systems
which operate inuncertain situations. These control
methods are intended to deliver proper system oper-
ation in spite of unknown - or unpredicted circum-
stances, in unforeseen environments, or even in sit-
uations where unexpected change may occur within
the plant being controlled. In past decades, adaptation
and learning approaches have been developed from
various theoretical and application points of view. Al-
though it seems that the number oftheoreticalpapers
presented in recent IEEE Conferences, and various
IFAC meetings is shrinking, the number ofapplication
papers is increasing; thus practical applications are
obviously spreading into various areas of industry. Ac-
tually much more papers on adaptation and learning
appear in application sessions.

As shown in Fig. 4, adaptive control systems have two
feedback loops; one is the adaptation loop for updating
controller parameters and the other is the feedback
control loop. The global stability can be attained by
both the stability of the adaptation algorithm and the
boundedness of internal states of the feedback control

system; thus the stability assurance is an important
issue of adaptive control for long time.
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Fig. 4. A configuration of adaptive control system.

As shown in Figs. 5 and 6, the adaptive structures
adopted in adaptive signal processing and adaptive
control are different, in which the connection of un-
known system and adaptive system is reversed. Sta-
bilization of the structure in Fig. 5 is easily attained,
so actually adaptive filtering and equalization is effec-
tively adopted in signal and communication areas.
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Fig. 5. A block diagram for adaptive filtering.
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Fig. 6. A block diagram for adaptive control.

3.1 Current key problems

Although adaptive and learning control techniques
have been under development for many years, there
are still significant challenges being addressed by both
researchers and practitioners. Current key problems
and trends are summarized as follows:

Adaptive control schemes with assurance of stabil-
ity and boundedness of internal states are limited to
only certain classes of control systems. This is an
interesting situation in which there are demonstrated
successful practical applications for which there are
no theoretical “proofs” that such problems will in fact
be stable. Some researchers have suggested that this
may be part of the reason that theoretical interest may
be declining; these techniques may simply apply to



more diverse applications than can be fully supported
by theory. Clearly additional theoretical research is
needed to expand the classes for which stability can
be proven; thus relaxation of the necessary conditions
and extension to even more general classes are still to
be investigated. These investigations are, for instance,
(a) achieving robustness in the presence of unmodeled
dynamics and unknown disturbances together with as-
surance of global or local stability, (b) eliminating the
necessity of prior information on the relative degree
of controlled systems, or establishing robust adaptive
control algorithms for systems with uncertain relative
degree, (c) extending applicability of globally stable
adaptive control schemes limited to linear systems
with a stable numerator or nonlinear systems with sta-
ble zero dynamics, (d) giving stability-assured adap-
tive control schemes for time-varying systems, (e) de-
veloping adaptation approaches to control of systems
with uncertainly changeable delay time, etc.

Adaptive control methods for nonlinear systems are
still major research themes since almost all systems
include some nonlinearities. The following issues are
currently discussed for nonlinear adaptive control.

(a) Stable adaptive control for canonical forms of
nonlinear systems is developed based on new
stability analysis.

(b) Extension of linear parametrization to nonlinear
parametrization is an important issue, in which
unknown parameters appear nonlinearly in in-
put/output or in states.

(c) For a wide class of nonlinear control systems,
it seems difficult to give general adaptive con-
trol algorithms in analytic form and implement
them in a feasible manner even if they can be
given. Some simplified approaches are made by
adopting multiple models of fixed or adaptive
controllers or by switching multiple controllers.
Stability analysis is also made for the multiple
model approaches.

(d) Neural network based adaptive control algo-
rithms are also theoretically investigated from
stability points of view as well as practical ap-
plications.

Several adaptive algorithms have been proposed, for
instance, extended error method based on the certainty
equivalence (CE) principle, high-order tuning method
based on the dynamic equivalence principle, and the
backstepping method. It is important to attain fast
adaptation and suppressed transient error, and then
an evaluation method of the transient error bound
is needed to decide design parameters for the adap-
tive algorithm. Furthermore, adaptive control schemes
should give suitable guidelines for design of adaptive
control systems to attain desirable transient behavior
and optimal performance.

One of the major themes in the area of adaptation
and learning is iterative learning control or repetitive
control. With the help of least prior knowledge on

a controlled system, the controller can be iteratively
updated so that the system output can track a periodic
or repetitive reference signal. Convergence analysis is
investigated and its applicability is now extended to
nonlinear controlled systems. The iterative learning
control algorithms have advantages of simplicity in
implementation for uncertain nonlinear systems.

As alternative non-model based control approach,
data-based control system design methods are much
efficient, which is referred to as lazy-learning con-
trol, local model-based control, just-in-time control,
or query-based control. The approaches are also ap-
plied to system identification and output prediction for
nonlinear systems. The more the data-base is increas-
ingly obtained, the better control performance can be
attained, compared to neural network controllers.

On of the most significant efforts underway in adap-
tive and learning field is extension and expansion
of applications to an even wider variety of practical
systems: mechanical systems, mechatronics, robotics,
automobile, intelligent traffic systems, aerospace, nan-
otechnology, manufacturing, smart structures, chemi-
cal processes, iron and steel processes, environmental
control systems, wireless communications, signal and
image processing, network control, etc. Part of the
challenge is for engineers and scientists to continue
to develop additional practical applications even into
situations where a strong theoretical justification may
not exist.

3.2 Recent major accomplishments and trends

Adaptive and learning techniques have made dramatic
progress in the last few decades, and practical applica-
tions are now being developed in many fields. Current
research is especially focused on applying the method-
ologies to even more practical solutions. However, two
major theoretical accomplishments are apparent:

• Relaxation of necessary assumptions so that
wide class of systems can be adaptively con-
trolled

• Quality design and implementation of adaptation
and learning algorithms

3.2.1. Extension of the classes of controlled systems
and relaxation of necessary assumptions

A variety of robust adaptive control schemes have
been developed to assure global stability of the con-
trolled system even in the presence of unmodeled dy-
namics and disturbances. The normalization or nor-
malizing signal is needed in the error dynamics to
assure the boundedness, and its mechanism is also
clarified. However, the role of the normalizing signals
is not yet clarified in a case with dynamic error sys-
tems.



Prior knowledge on the relative degree of a con-
trolled process is assumed in almost all adaptive de-
sign schemes. This is because the most theoretical
results on stability are based on passivity. However,
exact relative degree is usually unknown in actual
control processes. A new backstepping-based adaptive
algorithm has been derived to attain robustness on the
relative degree. Immersion and invariance approach
gives a new adaptation algorithm based on a new tool
of stability analysis and it is also shown to be robust
to uncertainty in the relative degree. The relative de-
gree is a very restrictive condition in stable adaptive
controller design, so it is still an open problem.

Non-minimum phase systems or stable zero dynam-
ics is a necessary assumption to obtain stable control
performance for the model reference adaptive control
systems (MRACS). In order to relax these assump-
tions, alternative adaptive control schemes have been
formulated and solved, such as adaptive pole assign-
ment control, model predictive control, and others.

An effective backstepping approach has been devel-
oped to attain adaptation performance of a class of
nonlinear systems. It can be extended to a certain
case with unknown disturbances based on the internal
model principle. Local and global conditions on stabil-
ity are discussed on a wider class of nonlinear control
systems. These theoretical approaches also have an
impact on stable design of neural network (NN) based
adaptive control systems.

Conventional adaptation and learning control schemes
assume that the unknown parameters are time-invariant
and appear in a linear parameterization form. Several
recent methods address alternative cases. When the
system parameters appear in a convex or concave with
respect to them, a new efficient adaptive adjustment
law has been given to assure global stability of the
obtained system. Alternatively, by expressing an upper
bound of nonlinear function of parameters and states
as a product of parameters and nonlinear state func-
tions, a very simple adaptation law is also derived. The
immersion and invariance approach is also effective to
cope with nonlinear parametrization.

3.2.2. Quality design and implementation of adapta-
tion and learning algorithms

In order to improve transient behavior of adaptive
control systems, some approaches for evaluation of an
upper bound of the output error have been proposed,
and it has clarified the dynamic relations between the
output error and the design parameters of the con-
trol systems, which will give help to achievement of
adaptation with optimal transient behavior. Adaptation
also plays a very important role as adaptive filtering in
signal processing and wireless communication. In the
adaptive signal processing area, a new tool for more
precisely evaluating the transient behavior of adaptive

filters, referred to as a learning curve, has been devel-
oped.

Ordinary adaptive control schemes are limited to
model reference adaptive control system (MRACS),
self-tuning regulator (STR), and self-tuning controller
(STC). Recently adaptive extremum seeking con-
trol problems are formulated for minimization of
a nonlinear performance index including unknown
design parameters subject to an uncertain nonlin-
ear dynamical system. Several approaches have been
made, such as a perturbation approach, passivity-
based approach, Lyapunov-based approach, sliding-
mode based scheme. The scope of adaptive control is
therefore now extended to adaptive optimization.

Combination of adaptation and learning approaches
with iterative learning control (ILC), iterative feed-
back tuning (IFT), iterative procedure of identification
and controller design. Since these approaches adapt to
actual control system design, many works have been
done on the topic. The ILC has seen major develop-
ments in the transfer of design algorithms using vari-
ous methods to both engineering and non-engineering
applications together with the emergence of the basis
for a robust control theory. As for IFT, theoretical
results have been obtained on model-free tuning of
controllers in an iterative experimentation and con-
troller recalculation process, using direct evaluation of
input-output data to obtain the empirical gradients of
the controller cost function. The result were demon-
strated in a few industrial applications as well as on
laboratory hardware. This controller tuning method
is likely to spread in industrial applications because
of its direct experimental approach that conservative
industry is more willing to accept. Also preliminary
investigations show a possibility of tuning for robust-
ness without explicit plant modeling.

An alternative non-model based approach to uncer-
tain nonlinear systems is query-based adaptive control
which is also referred to as lazy learning control, just-
in-time control. The approach needs a large database
for learning prior to control, but its concept and al-
gorithm are very simple and will be one of powerful
learning control schemes to uncertain nonlinear sys-
tems. However, its theoretical investigation has not
been developed yet and should be done as a future
issue.

Dual control is an old, but still open problem. The
overall performance is given by compromise be-
tween fast identification and control quality. Recently
promising results have been obtained for laying down
the fundamentals of worst case dual control, on finite
time tuning schemes and the development of stochas-
tic predictive dual control that has combined features
of caution, probing and constraint handling simultane-
ously. A bicriterion approach was developed by using
a learning weight to define a compromise between the
immediate control effect and the learning effect of the
controller.



Adaptation and learning approaches for robust con-
trol design have also been studied. Many results are
reported on identification of unmodeled dynamics by
using a finite number of input-output data from var-
ious points of view, such as the stochastic learning
approach. Adaptive control approaches are now linked
with robust control schemes, such as gain scheduled
control, sliding mode control, and others. The number
of papers and case study reports and industrial applica-
tions of adaptation and learning approaches is increas-
ing. The effectiveness of adaptation and learning ap-
proaches when applied to robust control are now being
more widely recognized. However, a universal design
guideline is not clarified yet; it is only considered on a
case-by-case basis.

3.3 Forecast

Although adaptation and learning are fairly mature
technologies within the control field, continued de-
velopment is expected. Theoretical developments may
not be as active as in past decades, but practical appli-
cations of these technologies will no doubt experience
the most growth.

Adaptation and learning approaches to nonlinear sys-
tems are still very important issues and will be further
developed. New adaptive algorithms with guaranteed
stability and novel control schemes will be further
developed. Experiment based iterative approaches and
dual control to handle transients are likely to be de-
veloped further. Query based control may go through
some growth in control of a wide class of nonlinear
systems. Neural network based control will receive
an ever more advanced theoretical investigation from
researchers from stability point of view. Also more
techniques are expected to appear to integrate neuro-
fuzzy techniques with traditional structured model and
logic based approaches.

Many case studies have been reported, but actual in-
dustrial applications are not yet as common as they
will likely become. However, since the effectiveness
of adaptive approaches is clear compared to robust
control schemes, the applications will no doubt spread
in various areas along with developments of design
guidelines for adaptation and efficient combination of
other control approaches, such as the linear-quadratic-
Gaussian (LQG) control,H∞ robust control, gain
scheduled control, sliding mode control and others.
Application area will spread in future, for instance,
adaptive control of large-scale systems, decentralized
adaptive control, adaptive control of large communi-
cation network with variable delay times, as well as
adaptive control of micro or nano scale systems.

4. DISCRETE EVENT AND HYBRID SYSTEMS

Figure 7 shows typical behavior of time-driven and
event-driven systems, in which the dynamics of the

time-driven system is governed by a differential (dif-
ference) equation, whereas that of the event-driven
system with four states is controlled by signals or trig-
ger due to occurrence of some events. The systems are
quite important because many manufacturing systems
are constructed as combination of these systems.
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Fig. 7. Time-driven and event-driven systems.

4.1 Current key problems

The most broad-based general problem is that of inte-
grating the theories of Discrete Event Systems (DES)
and Hybrid Systems (HS) that would result in a com-
prehensive unifying system and control theory incor-
porating both time-driven and event-driven dynamics.
Efforts along these lines are impeded by the fact that
few researchers have complete command of both the
DES framework and the classical time-driven theory,
which have traditionally evolved somewhat indepen-
dently.

In DES, two major current problems are those of
decentralized supervisory control and control with
imperfect information. In the latter case, research has
been directed along the lines of studying uncertainty
in the sense of robustness (i.e., studying the effect of
perturbations in model parameters), as well as using
stochastic models and methods.

Another problem of interest to DES is that of control-
ling concurrency, i.e., two DES or two components of
the same DES that involve concurrent events.

A key challenge in developing workable solutions to
problems in DES is that of computational complexity.
This is an unavoidable byproduct of the presence of
discrete components in a DES modeling setting, and
one that is naturally inherited by HS as well. This
gives rise to the problem of abstraction: Can a DES
be found that preserves certain desirable properties
of a HS? If so, problems related to the HS can be
analyzed through a simpler DES model. Interestingly,



the converse problem is also of great interest: Can
a simple HS be identified that preserves certain de-
sirable properties of a complex DES? A noteworthy
example is the Internet, which, being a communication
network, is a typical DES. Because of its complexity, it
is desirable to abstract it into a simpler model which is
hybrid in nature, i.e., it is characterized by time-driven
dynamics with interspersed discrete events.

A related problem of great importance to both DES
and HS is that of controller verification: Given a
particular specification and a controller designed to
satisfy it, what are formal methods through which one
can verify that this is indeed the case?

In developing a theory for HS that parallels that of
classical time-driven systems, one faces the usual
problems of traditional system and control theory:
observability, controllability, stability, identification,
optimal control.

A fundamental problem in both DES and HS is that
of process synchronization. These systems commonly
involve multiple asynchronous interacting processes.
Imposing a synchronizing mechanism is difficult and
occasionally ill-advised. Developing distributed con-
trol mechanisms is highly desirable, but generates in-
stabilities that can be overcome either though explicit
synchronization schemes (often inefficient) or through
new mechanisms with inherent stabilizing properties.

A related problem is that of converting sampling and
control mechanisms from time-driven to event-driven.
Not only is this a theoretically challenging issue that
parallels the contrast between Riemann (time-driven)
and Lebesgue (event-driven) integration, but the ben-
efits of event-driven schemes in emerging wireless
power-limited systems are potentially enormous.

4.2 Recent Accomplishments, Trends

A problem coming under the heading of a “DES with
imperfect information” is that of fault diagnosis. In
simple terms, when an undesirable state is entered in
a DES (a “fault” occurs), the issue is to identify the
sequence of events that led to a transition to this state
and hence the cause of the fault. This problem has
attracted a lot of attention from the DES community
and significant progress has been made in the form
of explicit models for representing processes with
faults captured as “events” and supervisory control
techniques for diagnosing the source of such faults.

Significant progress has also been made in the effort to
develop unified modeling frameworks for integrating
the theories of DES and HS. Specifically, extending
the classical setting of state automata used in DES,
hybrid automata have gained popularity in dealing
with HS. However, there are still many alternative
models proposed and the final word on which of
those will ultimately gain universal recognition has
not yet been written. A recent workshop [June 23-26,

2003, Veldhoven, The Netherlands] on “Modeling and
Control of Hybrid Systems” is a good reflection of the
state of the art.

Perhaps the simplest class of HS is that of linear
switched systems. Such systems have been the focus
of research work originating both from the classical
control theory community which views them as stan-
dard linear systems with occasional changes in the
model parameters, as well as from the DES commu-
nity which views them as hybrid automata.

A recent trend in the analysis of HS is an effort to
design continuous signal to finite symbol mappings.
This leads to symbolic descriptions and methods for
system control, including coding in finite-bandwidth
control applications and applying formal language
theory to the continuous system domain. An upcoming
special issue of the IEEE Transactions in Automatic
Control will be dedicated to this topic.

Clearly, a major driving force behind recent devel-
opments in DES and HS is the complexity of these
systems. Therefore, ongoing work has been geared
towards understanding complexity and overcoming it
through a variety of novel (and sometimes not-so-
novel) approaches. Related to this development is a
trend towards using quantization in control. Another
related development is the use of receding horizon
concepts dealing with optimal control problems in
DES and HS.

Despite all these developments, practical tools for
designing and analyzing DES and HS are still lacking.
Several efforts along these lines are ongoing both in
academic environments and industrial organizations,
including the development of new simulation tools for
HS.

DES and HS are at the center of a trend towards what
is now referred to as the convergence of communica-
tions, computing, and control. The study of networked
control systems is an emerging area expected to thrive
over the next few years. An upcoming special issue of
the IEEE Transactions in Automatic Control is dedi-
cated to this topic.

4.3 Forecast

The field of DES has reached a level of considerable
maturity in terms of modeling frameworks. In con-
trast, researchers in HS are continuing to experiment
with different models and one can expect that this pro-
cess will continue for a few more years. Models that
efficiently unify HS and DES will eventually emerge.

As increasingly more complex systems continue to
be designed, the problem of fault diagnosis is likely
to remain at the forefront of DES research. The use
of state automata and supervisory control techniques
with partial information will continue to be one of the
most attractive approaches to fault diagnosis.



The need for software tools to analyze DES and
HS, perform controller synthesis and verification, and
evaluate the performance of such systems will drive
significant growth in this area. Both industrial and
academic communities have already invested a con-
siderable amount of effort in this direction. The next
few years are likely to see a number of competing tools
and a process of “natural selection” among them.

In the HS domain, switched linear systems have at-
tracted a lot of attention, largely because they allow
many of the standard results in linear systems to be
extended and adapted to switched control with rel-
atively little effort. However, such activity provides
little innovation and it is likely that this trend will
rapidly bring about natural saturation. A more promis-
ing growth area is that of symbolic descriptions and
methods for control, and one can expect it to generate
much more interest over the next few years.

The issue of system “complexity”, as a concept that
demands deeper understanding and extensive intellec-
tual exploration, is likely to dominate the theoretical
agenda of many research groups in the DES and HS
fields. This will also naturally bring closer control
theory and computer science.

Emerging technologies are inevitably the drivers for
many of the activities in the DES and HS fields.
Whereas manufacturing was one of the prevalent ap-
plication areas in the 1980s and 1990s, communica-
tion networks and computer systems now provide a
much broader and rapidly evolving playground for
DES and HS researchers. Embedded systems and sen-
sor networks are the latest developments that will fos-
ter the long anticipated convergence of communica-
tions, computing, and control.

5. STOCHASTIC SYSTEMS

Stochastic systems represent a flexible modeling tool
for describing dynamical behaviors in presence of un-
certainty and are successfully used in many estima-
tion, identification and control problems (see Fig. 8).
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Fig. 8. Stochastic system with control inputu, output
y, and unmeasured stochastic disturbancev.

Stochasticity is not only a tool for modeling reality,
however. It is also a desirable ingredient that is ar-
tificially introduced in many problem set-ups to im-
prove solvability. This is e.g. the case of randomiza-
tion methods in optimization, blind deconvolution in
channel equalization, to cite but a couple of examples.
Thus, stochastic system theory delivers valuable and

successful methodologies for analysis and design in
many different engineering endeavors.

5.1 Current key problems

The field of stochastic systems presents many chal-
lenging problems; among many others, the following
are some of the key problems today:

Modeling and control of complex stochastic systems.
Complex stochastic systems include large, hybrid and
event-driven systems. Complex systems deliver chal-
lenging problems both in system identification and in
control, that go well beyond traditional difficulties and
involve converging aspects in communication, control
and computation.

Goal-oriented system identification.When perform-
ing identification, the final use of the model has to be
kept in mind and the model quality has to be judged in
relation to the intended use of the model. In particular,
designing identification methodologies that are geared
towards the synthesis of control units is a challenging
key problem today.

Subspace methods system identification.Subspace
methods are used for the identification of systems
described in a state-space form. One important chal-
lenge the identification community is facing is that of
incorporatinga priori knowledge in subspace system
identification methods.

Robust (worst-case) decision making (e.g. robust
controller selection) through randomization methods.
Many robust decision making problems are difficult to
solve because of their computational complexity and
no algorithm that scales polynomially with the prob-
lem size is available. A current key problem is to de-
termine randomization methods for their solution. The
idea is to randomly extract a multisample of instances
of the uncertain parameter and to solve a decision
making problem where these instances only are taken
into consideration (see Fig. 9). The so-found solution
should have ‘generalization properties’, that is it is
robust even towards unseen uncertainty instances.

5.2 Recent major accomplishments, trends

Stochastic systems have a long and important his-
tory in the science of modeling real phenomena, with
goals ranging from system description to prediction
of future events and from decision making in pres-
ence of uncertainty to plant control. In the last few
decades, however, a different use of stochastic sys-
tems has emerged where probability is not just used
as a modeling tool, but rather as a tool that permits
designers to address and solve problems that would
otherwise be too complicated to tackle along standard
deterministic ways. This second application realm of
stochastic systems is that of ‘randomization methods’.
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Fig. 9. The sampling mechanism for randomization
methods, where∆ is the uncertain parameter set,
∆N the set where extraction of the multisample
is performed,Θ the set of optimization variables.
The ”satisfaction set” is the set of uncertain pa-
rameters towards which robustness is automati-
cally guaranteed.

5.2.1. Stochastic modeling of complex systems

Stochastic modeling is nowadays moving towards de-
scription of systems of progressively increasing com-
plexity. This includes:

(a) large scale systems,
(b) systems with decentralized control units,
(c) hybrid and event-driven stochastic systems,
(d) systems with communication constraints,
(e) hidden Markov models.

The mathematical description and use of systems be-
longing to either of the above listed categories in-
volves new challenges that go beyond classical set-
ups. Regarding large scale systems, specific advances
have been made in recent years in the description of
(a.1) complex manufacturing systems (e.g. semicon-
ductor manufacturing); (a.2) large scale communica-
tion networks (e.g. WWW).

Fields of intense research activity within systems with
decentralized control units are: (b.1) wireless ad-hoc
networks; (b.2) vehicle traffic control (ground traffic -
highways; airplane traffic).

Hybrid and event-driven (including jump parameters)
stochastic systems are gaining increasing popularity
mainly for their versatility in accommodating diverse
needs in a number of modeling contexts. Systems
with communication constraints have become a hot
research subject since constraints and delays in com-
munication are important aspects for highly perform-
ing distributed systems. Finally, hidden Markov mod-
els are being used in many application endeavors, in-
cluding image and speech processing as well as some
recently emerging areas such as genome analysis.

Despite the recent progresses in the above listed mod-
eling fields, it appears however that a long road is still

to be covered and, in certain cases, that only the tip of
the iceberg has been as far unveiled.

5.2.2. System identification

Recent years have witnessed a resurgence of interest in
some traditional topics in stochastic system identifica-
tion, as well as the birth of new challenging aspects of
this discipline. A list of subjects in system identifica-
tion of present interest that have witnessed important
accomplishments in the last few years is the following:

(a) identification of hybrid systems,
(b) identification for control,
(c) subspace methods,
(d) learning theory,
(e) finite sample results for system identification.

5.2.3. Randomization methods

Randomization methods refer to the body of solution
methodologies where probability is deliberately in-
troduced as an algorithmic tool to solve complicated
problems. Examples where randomization methods
are used include:

(a) decision making along an average approach (e.g.
average robust controller selection);

(b) evaluation of probability of events;
(c) worst-case decision making (e.g. worst-case ro-

bust controller selection).

Decision making along the average approach has been
given increasing attention by the scientific community
in the last few years and is today a relatively mature
subject that presents significant connections with the
statistical learning literature. Evaluation of probability
of events goes back to standard Monte Carlo meth-
ods, but new significant accomplishments have been
obtained recently in connection with the evaluation
of the probability of rare events, that is events that
occur under rare circumstances only. Finally, worst-
case decision making with randomization methods is
a truly new and promising subject area.

5.3 Forecast

Specific efforts will be spent in the next few years to-
wards solving the key problems for stochastic systems
as explained earlier. Specifically, it is observed that
new problems involving complex stochastic systems
springs up almost daily and a special effort is therefore
expected in the direction of new methodologies for
handling systems of this type. Moreover, randomiza-
tion methods for robust decision making look very
promising and are expected to attract a good deal of
attention in the near future.

System identification will continue to attract the at-
tention of a vast community in the coming years
and the research is expected to be directed towards



a broad range of subjects, including subspace meth-
ods, control-oriented identification, and finite sample
identification. A potentially promising subject within
system identification is the use of randomization al-
gorithms aimed at delivering probabilistically guaran-
teed confidence regions for the estimated models.

As a final remark, we wish to note that the con-
trol community has today the opportunity to con-
tribute not only to traditional but also to less tra-
ditional fields involving stochastic systems. This in-
cludes research subjects in biology, communication,
effect-cause inverse problems, computational vision,
decision-making in management and finance. It is im-
portant that our community be able to take up these
new challenges in the upcoming years.

6. CONCLUSIONS

We have discussed the major problems, accomplish-
ments, and forecasts of likely future developments of a
broad class of systems and signals. Controller method-
ologies applicable to systems and signals have played
important fundamental roles in analysis and design of
various control systems, and will continue to be the
central issues of automatic control for many years to
come. As we close, the following general forecasts can
be visualized for this field.

(a) First, we can be confident that developments of
advanced communications and networks which
have occurred within the last decade are going
to have a significant impact on future control
systems. However, methodologies that have tra-
ditionally been associated with control will like-
wise contribute to further advancements within
the communications and network field. The fu-
ture will see many synergistic benefits come
from joint developments of these two fields.

(b) Subspace identification methods will play im-
portant roles in the identification in closed-loop
systems, and some up-to-date knowledge and
procedures of closed-loop subspace identifica-
tion will be discussed at the 2005 Prague IFAC
Congress. Also, identification of nonlinear sys-
tems will receive much attention in the future,
including Wiener and Hammerstein models, for
which Kernel methods, Support Vector Machine,
Neural Networks, Radial Basis functions are em-
ployed.

(c) Adaptation and learning approaches to nonlinear
systems are still very important issues and will be
further developed. Also, many case studies have
been reported, but actual industrial applications
are not as common. Applications will spread in
various areas along with developments of design
guidelines for adaptation and efficient combina-
tion of other control approaches.

(d) Discrete Event Systems and Hybrid Systems are
at the center of a trend towards what is now re-

ferred to as the convergence of communications,
computing, and control. The study of networked
control systems is an emerging area expected
to thrive over the next few years. Moreover, ef-
forts for developing practical tools for designing
analyzing DES and HS will be done both in
academic environments and industrial organiza-
tions, including the development of new simula-
tion tools for HS.

(e) New problems involving complex stochastic sys-
tems spring up almost daily and a special ef-
fort is therefore expected in the direction of
new methodologies for handling systems of this
type. Randomization methods for robust decision
making look very promising and are expected to
attract a good deal of attention in the near future.
A promising subject within system identification
is the use of randomization algorithms aiming
at delivering probabilistically guaranteed confi-
dence regions for the estimated models, includ-
ing finite sample identification.

(f) As mentioned above most future topics require
some sort of probabilistic or stochastic concepts
in modeling and control of large complex sys-
tems. Thus we believe that robust design in the
future will be based on stochastic techniques,
including stochastic robust techniques and ran-
domization approaches.


