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PART I:  From nominal-model
to model-set  identification
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Goal: finding confidence regions, 
guaranteed under general
assumptions



PART II:

Correlation Regions
LSCR = Leave-out Sign-dominant



A simple Example

Find a “guaranteed” interval for



The LSCR approach

empirical correlation
this is a function of





empirical correlations



empirical correlations

discard regions where empirical correlations are 
positive or negative “too many times” (LSCR = Leave-
out Sign-dominant Correlation Regions)



Theorem (‘pivotal’ result)
For , the value 0 is “at top”, “as second top”, ... 
with the same probability 1/8, independently of the noise
characteristics. 

empirical correlations



10 more trials



LSCR - general



LSCR - general
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LSCR - general

ALGO
region for

region guaranteed under general assumptions 
on noise



LSCR - general

Theorem
zero mean, symmetrically distributed 
(no assumption on strength of noise)

usually, intersect more regions
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... use asymptotic theory



... use asymptotic theory



... use LSCR







LSCR - properties

LSCR

the region shrinks around

for any ,          region with given
despite no assumption on level of noise is made



PART III:  Extensions



non-symmetrically distributed

nonlinear systems (bi-linear systems)

UNMODELED DYNAMICS

estimate            only

unmodelled dynamics



IN CONCLUSION: 

LSCR  is a  new  framework for sys id
that provides guaranteed results with
minimal  assumptions

and it represents an exciting topic of 
research


